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Preface
The 2nd International Conference on Computer Science and Mechanical Automation 
carried on the success from last year and received overwhelming support from the 
research community as evidenced by the number of high quality submissions. The 
conference accepted articles through rigorous peer review process. We are grateful to 
the contributions of all the authors. For those who have papers appear in this collection, 
we thank you for your great effort that makes this conference a success and the volume 
of this proceeding worth reading. For those whose papers were not accepted, we assure 
you that your support is very much appreciated. The papers in this proceeding represent 
a broad spectrum of research topics and reveal some cutting-edge developments.

Chapter 1 and 2 contain articles in the areas of computer science and information 
technology. The articles in Chapter 1 focus on algorithm and system development 
in big data, data mining, machine learning, cloud computing, security, robotics, 
Internet of Things, and computer science education. The articles in Chapter 2 cover 
image processing, speech recognition, sound event recognition, music classification, 
collaborative learning, e-government, as well as a variety of emerging new areas of 
applications. Some of these papers are especially eye-opening and worth reading.

Chapter 3 and 4 contain papers in the areas of sensors, instrument and measurement. 
The articles in Chapter 3 cover mostly navigation systems, unmanned air vehicles, 
satellites, geographic information systems, and all kinds of sensors that are related 
to location, position, and other geographic information. The articles in Chapter 4 are 
about sensors and instruments that are used in areas like temperature and humidity 
monitoring, medical instruments, biometric sensors, and other sensors for security 
applications. Some of these papers are concerned about highly critical systems such as 
nuclear environmental monitoring and object tracking for satellite videos.

Chapter 5 and 6 contain papers in the areas of mechatronics and electrical 
engineering. The articles in Chapter 5 cover mostly mechanical design for a variety 
of equipment, such as space release devices, box girder, shovel loading machines, 
suspension cables, grinding and polishing machines, gantry milling machines, clip type 
passive manipulator, hot runner systems, water hydraulic pump/motor, and turbofan 
engines. The articles in Chapter 6 focus on mechanical and automation devices in 
power systems as well as automobiles and motorcycles.

This collection of research papers showcases the incredible accomplishments of 
the authors. In the meantime, they once again prove that the International Conference 
on Computer Science and Mechanical Automation is a highly valuable platform for the 
research community to share ideas and knowledge. Organization of an international 
conference is a huge endeavor that demands teamwork. We very much appreciate 
everyone who is involved in the organization, especially the reviewers. We are looking 
forward to another successful conference next year.

Shawn X. Wang
CSMA2016 Conference Chair
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Liang GUO*, Bi-fu QIAN, Gao-xiang LIN, Ben-ren PAN
Design of Remote Real-Time Measuring System 
of Temperature and Humidity based on Raspberry 
Pi and Java Language
Abstract: In order to improve the temperature and humidity monitoring level in 
substations, a remote real-time measuring system of temperature and humidity based 
on Raspberry Pi and Java language is developed. This system consists of three layers 
of hardware architecture, including client, server and temperature and humidity 
measurement module. The client and server are connected to the Internet or LAN, 
using Java language programming, and there are four modes of communication 
between the client and the server, while the client can display the visual control 
interface and measurement results. The system in operation shows high efficiency 
and fast speed, and it can greatly improve the temperature and humidity monitoring 
level, with great flexibility and a strong scalability. 

Keywords: Raspberry Pi; embedded system; java language; remote measurement of 
temperature and humidity; multi thread; GUI interface

1  Introduction

Temperature and humidity are the main indicators of the environment. In the 
traditional power system substation, temperature and humidity need to be monitored 
on many occasions (such as secondary screen cabinet, outdoor terminal box). At the 
present stage, the main means of monitoring is on-site inspections, depending on the 
human observation, feeling or artificial use of temperature-humidity measurements, 
which is not accurate enough, large workload, low efficiency and unable to know 
historical changes, and cannot view the data of temperature and humidity remotely 
either.

At present, the research on remote monitoring of the temperature and humidity in 
the transformer substation is few. Literature [1] developed a temperature and humidity 
real-time control system in substation. The system realizes the remote viewing of 
temperature and humidity data and the monitoring of historical data. However, since 
the field of hardware is implemented based on MCU (MicroControllerUnit), where the 

*Corresponding author: Liang GUO, Power Grid Technology Center, State Grid Jiangxi Electric Power 
Science Research Institute, Nanchang, China, E-mail: guoliangxinyu@126.com
Ben-ren PAN, Power Grid Technology Center, State Grid Jiangxi Electric Power Science Research 
Institute, Nanchang, China
Bi-fu QIAN, Gao-xiang LIN, Substation maintenance department, State Grid Wenzhou power supply 
company, Wenzhou, China



2   Design of Remote Real-Time Measuring System of Temperature

database is unable to establish, the monitoring client must constantly be connected 
with each measurement device to update the database, and the measuring data will 
be lost in the time period of disconnection. When the number of field measurement 
devices is large, the workload of connection and database operation for monitoring 
client machine will be very hard, which will make the measuring system slow and even 
wrong. What’s more, the client of this system must be acted by computers with external 
conversion equipment. There are quite a lot of complex equipments in the whole 
system and it’s difficult to implement the system. With the development of science 
and technology, temperature and humidity monitoring systems are researched and 
developed in other places such as greenhouse of vegetables, warehouses, piggeries 
in recent years [2-5]. Controllers of measurement of these methods are mostly also 
MCUs, unable to achieve the site data storage. In order to handle the storage of the 
field data and access from the clients, some others set a server in addition, but that 
greatly increased the cost and complexity of the system.

A remote real-time measuring system of temperature and humidity based on 
Raspberry Pi and Java language is developed. In this system, there is one Raspberry 
Pi set in each measuring point, as a measurement controller and server in the same 
time. Clients are acted by the ordinary computers, and both server and client are 
programmed using Java language, which is excellent in cross platform features. There 
are a variety of communication modes between clients and Raspberry Pi servers, and 
in each kind of communication mode and even when the client exit, the Raspberry 
Pi server can still store measuring results, without data loss. And the connection 
efficiency is greatly improved by flexible switching of various communication modes. 
The clients realize the visual control interface and the data vivid display with Java 
program, making the operation simple and the result clear at a glance. 

The Raspberry Pi, whose processor is ARM-controller and operating system bases 
on Linux, is an open type of embedded system developed by a British small charities 
“The Raspberry Pi Foundation”. The size of one Raspberry Pi is merely equal to credit 
card, cheap, with small size and wide community. However it has all the functions of 
the host computer, provides a variety of interface, and can achieve powerful functions.

2  Overall Structure

The temperature and humidity remote real-time measurement system has a three-
layer hardware architecture including client, server, and temperature and humidity 
measurement module, as shown in Figure 1. The client can be acted by the computer, 
and interact with the human through the custom GUI interface, obtaining the 
command and sending it to the server through the network. The server is acted by 
the embedded system Raspberry Pi. It accesses network, receives instructions from 
the client and completes the corresponding operation, controls the temperature and 
humidity measurement module, and sends the data to the client. The temperature and 
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humidity measurement module contracts with Raspberry Pi through a general IO port, 
and makes the measurement in accordance with the requirements of communication. 

measurement 
module

Rasp Pi 
Server

measurement 
module

Rasp Pi 
Server

measurement 
module

Rasp Pi 
Server

…

Client

General IO port

LAN / Internet

…

Server layer

Network cable

General IO port General IO port

Figure 1. Architecture of temperature and humidity remote real-time measurement system

2.1  Client

Client uses java graphical user interface (GUI) technology to generate visual control 
interface. The interface can be input the server IP and port number to be connected, 
and provides a plurality of keys, each of which achieve a specific function. The client 
realizes the connection and communication with the server by network programming 
technology based on TCP/IP protocol. It also achieves the data operation and real-time 
data and historical data display using database technology and JfreeChart module. 

2.2  Server

The server uses the network multi-thread programming technology to enables the 
server to be able to realize the real-time monitoring to the network port when executing 
the command, which is called multi-tasks executing simultaneously. It contracts the 
temperature and humidity measurement module for data and instructions exchange 
through the general IO port, processing received data, storing it in the database, and 
uploading data or database files to the client according to the need.
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2.3  Temperature and humidity measurement module

The temperature and humidity measurement module is connected with Raspberry 
Pi through IO port pins to interactive data and instructions. The module is 
integrated by temperature and humidity sensor and single chip. It can output high 
and low level flow to Raspberry Pi pins receiving a correct start command, when 
it is provided the power supply. The high and low level flow, which represents the 
value of temperature and humidity, is encoded using a specific encoding mode. 
The program in Raspberry Pi processes the level flow by converting it into digital 
signals, according to the coding mode of data, and further transforms it into specific 
temperature and humidity values.

3  Realization of communication between client and Raspberry Pi 
server

3.1  Communication mode

Four communication modes are adopted in this system.
1. Real time measurement mode. The client sends a command on behalf of the 

“real time measurement” to the server. After receiving the command, the server 
start the temperature and humidity measurement module connecting with it to 
continuously measure the temperature and humidity. When a value is measured, 
it is first stored in the database in a certain format, and then sent to the client. The 
process is carried out in a loop. 

2. Background measurement mode. The client sends a command on behalf of the 
“background measurement” to the server. After receiving the command, the 
server start the temperature and humidity measurement module connecting 
with it to continuously measure the temperature and humidity. When a value is 
measured, it is stored in the database in a certain format, but is not sent to the 
client.

3. Access to historical data mode. The client sends a command on behalf of the 
“getting historical data” to the server. After receiving the command, the server 
starts the file transfer command, and sends the database file of the stored data 
to the client.

4. Client exit mode. The client sends a command on behalf of the “client exit” to the 
server. After receiving the command, the server detects the current communication 
mode, and will stop the current mode and transferred to the background 
measurement mode if the current mode is “real time measurement” mode. If 
the current mode is “access to historical data” mode, the server will transfer to 
background measurement mode after the completion of file transmission, and if 
it is in “background measurement mode”, then continues to keep on.
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3.2  The function of the server side

The Raspberry Pi server has the following functions:
 – The server keep on listening signal from the client when it has started.
 – Each time it receives an order or request, start a thread to process, and continue 

to listen to new requests at the same time.
 – After receiving the command “real time measurement”, the server start 

the temperature and humidity measurement module connecting with it to 
continuously measure the temperature and humidity. When a value is measured, 
it is first stored in the database in a certain format, and then sent to the client. The 
process is carried out in a loop.

 – After receiving the command “background measurement”, the server starts 
the temperature and humidity measurement module connecting with it to 
continuously measure the temperature and humidity. When a value is measured, 
it is stored in the database in a certain format, but is not sent to the client.

 – After receiving the command “getting historical data”, the server starts the file 
transfer command, and sends the database file of the stored data to the client.

 – After receiving the command “client exit”, the server will detect the current 
communication mode, and transfer to the background measurement mode.

3.3  The function of the client side

The client has the following functions:
 – When the program is started, a control panel is open, and there are a server IP 

and port data frame, the state status bar, buttons of “connecting”, “real-time 
measurement”, “do not display / background measurement”, “access to historical 
data” and “quit” on the panel.

 – Enter the Port and IP and press the “connection” button, the client is ready to 
connect to the server.

 – When “real-time measurement” button is pressed, the client commands the 
server to start measuring, and is prepared to accept the data of measuring. 
After obtaining the data, two rectangular boxes with different colors to display 
real-time temperature and humidity values appear in the center of the control 
interface, and a JfreeChart real-time window is open, showing the recent changes 
of the data within 300 seconds.

 – When “background measurement” button is pressed, the client sends the 
command to the server, the temperature and humidity value in the center of the 
control interface stop updating, and the real-time window of JfreeChart is close.

 – When “access to historical data” button is pressed, the client is ready to accept 
data document sent by the server. When the document is completely received, a 
new data display window, which shows all the data, is generated.
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 – When “exit” button is pressed, all the windows disappear, and the server is 
commanded to transfer to “background measurement” mode.

3.4  Achieving network communications based on the TCP/IP protocol using Java 
language

Because operating system of the Raspberry Pi server is Linux, and that of the client 
computer is Windows, so the TCP/IP protocol, which can realize the interconnection 
of different hardware, different operating systems, different network systems [6], is 
used. In the network program of Java language, “Socket” is abstracted into a class 
for connecting applications with the network port, so the Socket class can be used 
to write communication programs. The interaction between the server and the client 
using Socket is shown in Figure 2.

ServerSocket
1

ServerSocket
2

Socket

Request 
connection

ServerSocket3

Socket

Socket

Data 
exchange

Figure 2. Interaction between client and Raspberry Pi server

There are three steps for the server and client to establish connection. Step 1, the 
server program creates a ServerSocket class, then call the accept () method waiting for 
a client to connect. Step 2, the client program create a socket to request to establish a 
connection with the server. Step 3, the server receives the client connection requests, 
and creates a new socket with the client to establish a connection, and in the same 
time the server continues to wait for new connections.

When the client and server have established a connection, they can carry on 
the exchange of instructions, data and data files, completing the corresponding 
communication tasks.
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4  Key technology of remote measurement system

4.1  Start and setting of the Raspberry Pi server

To start the Raspberry Pi, the following is needed: (1) a Raspberry Pi (B type of second 
generation is used here); (2) USB or wireless mouse and keyboard; (3) display; (4) 16g 
SD card (the capacity can be increased according to the actual demand); (5) 5V DC 
power supply [7].

Before starting Raspberry Pi, the OS raspbian must be installed in it. There is a 
wide range of community resources for Raspberry Pi, providing lots of convenience 
for applications. The SD card should be formatted before installing operating 
system, and operating system installation file compression package NOOBS should 
be downloaded from the Raspberry Pi official website (URL: www.raspberrypi.org). 
After decompression, the NOOBS files are copied into the SD card by card-reading 
device. Then insert the SD card into the card slot of the Raspberry Pi, connect 
mouse, keyboard, display, and the 5V power supply. After that, the Raspberry Pi will 
automatically start the installation program of operation system. When the operating 
system installation completed, Raspberry Pi can start.

The Raspbian operating system comes with the Java programming environment, 
which makes Java programming possible. Since this program requires database, 
taking into account the limited resources of embedded system, the light SQLite3 
database is chosen for database of the server in this system. In the case of networking, 
open the command line interface, enter the following statement one after another to 
obtain the latest update, and to install the SQLite3.

sudo apt-get update
sudo apt-get upgrade
sudo apt-get SQLite3

In addition, the SQLite database driver package is needed to download for Java 
programming (the latest version of this paper is “sqlitejdbc-v056.jar”), and should be 
placed under the Java project folder.

4.2  Control of temperature and humidity measurement module from Raspberry Pi

4.2.1  Hardware connection of temperature and humidity module
The type of temperature and humidity measurement module used in the system 
is DHT11. The module includes a resistive type humidity sensitive element and a 
NTC temperature sensor, and they are connected with a high-performance 8-bit 
microcontroller. The temperature and humidity sensors and the microcontroller are 
integrated together in a package, with high reliability and stability. Just providing the 
working power and control signal, then it can measure and output the temperature 
and humidity data of the digital signal.
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DHT11 has 4 pins: (1) VCC power supply 3.3 ~ DC 5.5V; (2) DATA serial data, single 
bus; (3) NC air foot; (4) GND grounding.

The B type of second generation Raspberry Pi has 40 pins. For a pull-up resistor 
have been integrated between the power supply and the data interface inside the 
DHT11 module, the data export can be connected directly to Raspberry Pi GPIO port 
pin. The VCC, DATA, GND pins of DHT11 module should be respectively connected 
with Raspberry Pi 5V power pin and the GPIO pin and GND pin, while NC port can be 
suspended, as shown in Figure 3.

Function 
name

Physical 
pin number

Function 
name

3.3V 1 2 5V

SDA.1 3 4 5V

SCL.1 5 6 GND

GPIO.7 7 8 TXD

GND 9 10 RXD

GPIO.0 11 12 GPIO.1

GPI0.2 13 14 GND

GPIO.3 15 16 GPIO.4

3.3V 17 18 GPIO.5

MOSI 19 20 GND

MISO 21 22 GPIO.6

SCLK 23 24 CE0

GND 25 26 CE1

SDA.0 27 28 SCL.1

GPI0.21 29 30 GND

GPIO.22 31 32 GPIO.26

GPIO.23 33 34 GND

GPIO.24 35 36 GPIO.27

GPI0.25 37 38 GPIO.28

GND 39 40 GPIO.29

DHT11

VCC

DATA
NC

GND

40 pins of Rasp

Figure 3. Wiring diagram between the DHT11 module and the PI pins

4.2.2  Control program of temperature and humidity module
Since Python language for Raspberry Pi has a rich library, it is convenient to achieve 
control of Raspberry Pi pins using Python [8]. In this paper, Python language is 
used to write the program of data exchange with DHT11 module, and when DHT11 
measurements are needed by Raspberry Pi, Java language program is run to call the 
python scripts. The measurement principle of DHT11 is as follows:
a)  After power up, DHT11 waits for 1s to cross the unstable state, and then measures 

the ambient temperature and humidity, and records data, while the data line of 
it has been pull-up by resistance and maintained at a high level. At this time, the 
DATA pin is in the input state, constantly detecting external signals.

b)  The microprocessor I/O port connected with DHT11 is set as output state and 
outputs low level for more than 18ms, and then is set as input state. Due to the 
pull-up resistor, the microprocessor I/O which is the same level to DHT11 data line, 
becomes high, waiting for DHT11 answer signal.
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c)  When DHT11 data pin detects the external sustained 18ms low level ends into a 
high level, it delays for a short time and turn as the output state, and immediately 
outputs low level signal for 80 microseconds as a response signal, followed by 
the another output of 80 microseconds high level, to notice peripheral ready to 
receive data. At the same time, the microprocessor I/O should be in the input state, 
and when it detects low level (DHT11 response signal), begin to receive data after 
waiting for 80 microseconds of high level.

d)  The DHT11 starts to output 40 bit data through the DATA pin, while the 
microprocessor starts to receive 40 bits of data according to the change of the I/O 
level. 50us low level and 26~28us high level stand for data “0” and 50us low level 
plus 70us high level stand for data “1”. The flow chart of the program according 
which microprocessor controls DHT11 is shown in Figure 4.

Set I/O port For data reception

Begin

Sets the I/O port output low and 
maintains 18ms

Set I/O port output high level

Set the I/O port input state, waiting 
forDHT11 to respond to the signal

Start receiving 40 bit digital signals

End

number of bits≥40

Y

N

Wait for 1s to enable the DHT11 
module to cross the unstable state

Received DHT11 module 80us low 
and 80us high level response signal

 Process 40 bit digital signal

50us low level

< 30us high level 30us ~ 70us high level > 70us high level

This bit is "0" This bit is “1” Error, stop

Output result

Figure 4. Program flow chart of DHT11 temperature and humidity measurement module
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4.2.3  Java language calls Python program
Java language has excellent cross platform characteristics, so that it can call any 
program. The Java program can be simplified by calling the Python program which has 
been completely written. If the temperature and humidity control program is named 
dht11.py, and stored in the Java project file, the following Java statement section is 
used to achieve the call to the program, and the operation results is displayed on Java 
interface.

try{
Process pr = Runtime.getRuntime().exec(“python dht11.py”);
BufferedReader in = new BufferedReader
   (new InputStreamReader(pr.getInputStream()));
String str;
while ((str = in.readLine()) != null){
   System.out.println(str); }
in.close(); 
pr.waitFor();
   }catch (Exception e) { e.printStackTrace(); } 

After the Java program is compiled, enter “java dht11 (dht11 is the name of Java 
program of this system)” directly in the command line interface, the running results 
will be the same as the results of running Python program.

4.3  Java multi thread programming for Raspberry Pi server

The server works in a variety of modes. When there is no command from the client, 
the server will measure the temperature and humidity and store the result in database 
continuously. When the server receives the “real-time measurement” command, it 
begins to measure the temperature and humidity according to the timing of the client, 
and sends the data to the client. When the client receives the “access to historical 
data” command, the server will transmit the data file to the client at the same time 
of measurement. For the realization of these functions above, there is a prerequisite 
that the server can simultaneously carry on the work of the temperature and humidity 
measurement, the network port monitor, the data document transmission and so on. 
As a result, the server program needs to have the ability to perform multiple tasks at 
the same time. 

Java language provides a multi-threaded concurrency mechanism, which makes 
it possible to execute multiple threads in the program, each thread to complete a 
function, and concurrent with other threads.

In this paper, the server program constructs the multi thread function of the 
server through the realization of the java.lang.Runnable interface. The specific 
process is as follows. First, create a “Runnable” object, and declare a class object 
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named HandleATask through the statement “HandleATask implements Runnable{} 
class”, in which the corresponding receiving instruction and the function of the 
corresponding instruction are set up to realize the specific communication mode. 
Then use the statement “new Thread(new HandleATask(socket)).start();” to create a 
thread instance and calls the “Start ()” method to start the thread, where “socket” is 
the server socket that has been started. The flow chart of the realization of the multi 
thread function of the server is shown in Figure 5.

Begin

N

Start up 
ServerSocket

Connected?

Call accept () method 
to monitor the 
network port

Start a new thread to handle 
the connection by
New Thread(new 

HandleAClient(socket)).start();

Y

Wait task

Receive client 
instruction

Communicate 
with the client to 
according to the 

instructions

End?
YN

Main thread Working thread

Figure 5. Multi-threaded program diagram of Raspberry Pi server

The main program thread realizes real-time monitoring the client’s request through 
ServerSocket, if there is a connection, a new thread is started to process the connection, 
without affecting the following new connections, so the implementation of multiple 
tasks can be achieving at the same time.

4.4  Database design

In order to store the measured data of the temperature and humidity, and obtain 
historical data, it is necessary to establish a database. 

After setting the Raspberry Pi server as mentioned earlier, Java program in 
Raspberry Pi server can process database operation. First, refers to a SQLite database 
driven by using the statement “Class.forName(“org.sqlite.JDBC”);”, then set up 
database files and data table, the data will be stored in the database file according to 
the format of the data table after every measurement. The format and content of each 
data in the data table can be set according to the actual needs. The data table of this 
paper includes four parts: server identification, serial number, temperature, humidity 
and the corresponding time.
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4.5  Client GUI interface design

4.5.1  Client program flow
The system client needs to communicate with human through visual GUI interface 
where control interface and measurement results are shown. There are, in Java 
language, rich GUI graphical user interface programming libraries which makes it 
capable to achieve displaying control interface and measurement results. The system 
Java program flow chart of client is shown in Figure 6. The communication model 1~4 
in the program flow chart respectively indicates the real-time measurement model, 
the background measurement model, the access to historical data mode, the client 
exit mode, which are mentioned before.

Begin

Display GUI window, 
control buttons, etc.

Click button
Real time 

measurement?

Monitor mouse 
button

Click button

Exit？

NClick button 
Background 

measurement?

Click button
Acrcess to 

historical data?

Communication 
mode 1

Communication 
mode 2

Communication 
mode 3

Communication 
mode 4

Receive  results, set 
the characteristics of 

the control and 
JfreeChart

Send command 
to keep the 
interface 

unchanged

Receive database 
history file and display 

through JfreeChart

NNN

End and close 
windows

Mouse click?
N

Y

Figure 6. Java program flow chart of client

4.5.2  Visual interface and dynamic display of measurement results
Using java GUI tool can realize the visualization window, and displaying real-time 
data update. The JavaFX stage, scene class and pane class can realize visualized GUI 
interface [9-13] and convenient control command input. Data dynamic update can be 
implemented through timeline class. In this paper, the size of the widths of rectangle 
frames filled with two different colors is used to mean temperature and humidity, and 
the digital results of temperature and humidity are displayed in the same time.
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4.5.3  Clicking mouse to control temperature and humidity measurement
Issuing commands to control the temperature and humidity sensors to start or 
stop, is achieved through adding the mouse button driver event class to the button. 
For example, there is a Java statement blow which can be used for adding mouse 
button driver event class (where “animation” is an example of the Timeline class). 
In the statement, after adding mouse button driver event class to button named 
“btMeasure1” (real-time measurement), click the button by mouse, then the system 
displays prompt “Real-time Measuring…” and starts the dynamic display. 

btBegin.setOnAction(e ->{
System.out.println(“Real-time Measuring...”); 
animation.play(); });

4.6  Design of JFreeChart graphic

JFreeChart is a widely-used chart library for Java, which can be easily used for Java 
applications to show the charts of professional quality. In this paper, JFreeChart is 
used to display real time measurement data and historical data.

In this paper, the realization of real-time data displaying method is as follows. 
Firstly, construct a JfreeChart chart through the implementation of the Runnable 
interface, and join real-time data into the timeSeries sequence. Then secondly, 
create a JFrame object, and add the chart into the JFrame object, and finally start the 
instantiate Runnable object to realize real-time display. This thread is added in the 
communication mode 1.

The realization of historical data displaying method is as follows. Firstly, 
construct a JfreeChart chart through the implementation of the Runnable interface, 
and query the database files, add all the specified temperature and humidity data 
into the XYSeries sequence of the chart. Then secondly, create a JFrame object, and 
add the chart into the JFrame object, and finally start the instantiate Runnable object 
to realize real-time display. This thread is added in the communication mode 3.

Due to the chart for real-time and historical data display is achieved by starting 
the instantiate Runnable object, the chart can be shown simultaneously with the 
other functions of the Java program.

5  Operation results

Raspberry Pi server is connected to the Internet/Intranet by network cable and 
connected with DHT11 temperature and humidity module through the GPIO port. The 
physical map is shown in Figure7. Before work, Raspberry Pi server must be started, 
waiting for client connection requests.
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Figure 7. Picture of Raspberry Pi server and DHT11 module

The client of this measurement system is a computer connected to the net. When the 
application is started, the client computer displays initial interface, and on the top 
the interface, there are four buttons on behalf of the four kinds of network model 
respectively. The left side is the server IP and port input box, and the intermediate 
region for the schematic real-time displaying, while the State bar below is for the 
prompt displaying. As shown in Figure 8.

Figure 8. The client initial interface of temperature and humidity measurement system

Input the server IP and port number, click the connection button, State bar will 
display the prompt language “Client has get the address, waiting for demand...”.

When “Real-time measurement” button is pressed, program will start real-time 
measurement. The the middle part of control interface is blank., before starting 
measurement, and now the region display two rectangular boxes with different 
colors for sketching the size of temperature and humidity. Meanwhile, two JfreeChart 
windows are generated to display the real-time measurement graphs. The graphs 
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show the recent 300s temperature and humidity real-time changes, as shown in 
Figure 9.

Figure 9. The client interface state of “real time measurement” mode

When the “Background measurement” button is pressed, the program will start 
the server to automatically process measuring in the background and store data in 
the database. If real-time measurement have started before, the JfreeChart window 
will hide and the center temperature and humidity display area diagram will stop 
updating, being in the last state. As shown in Figure 10.

Figure 10. The client interface state of “background measurement” mode

When the “access to historical data” button is pressed, the program will start the server 
to upload the database file, which contains all measuring data in the Raspberry Pi 
server. A new JfreeChart window will be started to display all the data of temperature 
and humidity, and status bar will show the time period for the historical data. This 
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button can be executed concurrently with other tasks, without affecting previous 
operations. Temperature and humidity changes of a secondary screen cabinet in 3 
days time is shown in Figure 11. It can be seen in the Figure  that the temperature 
change is little, and humidity change is great. The humidity was once more than 
70%, indicating that the operation and maintenance personnel should take timely 
measures to control the over-limit humidity.

Figure 11. The client interface state of “access to historical data” mode

When the “exit” button is pressed, all the displaying windows withdraw, and the 
program send commands to the server to get into the state of automatic continuous 
measurement, storing data in the database and waiting for a new connection in the 
same time.

Operation results show that the system has rapid response, complete data, clear 
graphics, reliable measurement results, which can greatly facilitate the operation and 
maintenance personnel to monitor the temperature and humidity of key places of 
substation.

6  Conclusion

In this paper, a temperature and humidity remote real-time measurement system 
is designed based on Raspberry Pi and Java language, and it realizes the data 
continuously measured and database generated on-site. Because the system uses 
Raspberry Pi, which can act as both on-site measurement controller and server, 
as a controller, so the database operation is assigned to each measurement server, 
thereby reducing the operation burden of client and thus improving the efficiency of 
the connection.
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This system is composed of client and server side, and can add multiple clients 
and servers according to need, so it has with great flexibility. The server uses multi 
thread programming, which can achieve communication between multiple clients 
and one server. While the client can also achieve communicate with multiple servers 
by inputting different IP and port. As a result, the system can realize the multi-
directional flow of information. The client interface uses java visualization interface 
and JfreeChart for programming, and the interface can be changed according to need, 
with a strong scalability.

The system can also be used in other places where the temperature and humidity 
monitoring is needed. The communication architecture and programming method 
used in this system can also be used in other measurement and monitoring fields.
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Da-peng Li, Xin-an Ge
Design of Emotional Physiological Signal Acquisition 
System 
Abstract: Emotional physiological signal is non-controlled by man’s subjective 
emotion, and is more objective and suitable for emotion calculation. In this paper, 
human physiological signal acquisition system for emotion recognition based on data 
acquisition card was designed. For collecting physiological signal in different emotion 
status, we used a video induction method on subjects participated the experiments. 
The EMG, body temperature and pulse signal of upper arm muscle were collected 
when subject was angry, happy, fear, sad, surprise and disgust. Collected signal can 
be shown and processed in PC to study the connection between the emotional and 
physiological signal characteristics. Experiments showed that this system correctly 
collected physiological signals and could be used for emotion recognition.

Keywords: Emotional physiological signal; Pulse signal; Electromyographic (EMG); 
Data Acquisition

1  Introduction 

With the rapid development of Internet, especially the mobile Internet, people 
day and night play with computers and cell phones. Human-human Interaction 
gradually reduced, and human-machine interaction increased. People put forward 
higher requirements in the human-computer interaction technology and emotional 
needs. As the affective computing continuously developed, emotional interaction 
has become the main development trend of high-level information era of human-
computer interaction. Emotion recognition is a key problem in affective computing 
and is the foundation of establishing harmonious man-machine environment.

At present there are two ways for emotion recognition, one is to detect physiological 
signals such as ECG, EEG, the other is to detect the emotional behavior such as 
facial expression recognition, speech emotion recognition and gesture recognition. 
Currently, the latter is used more. Psychology on the commonly used questionnaire 
investigation, the result is usually affected by subjects and subjective factors of the 
experiment. And physiological changes only controlled by the autonomic nervous 
system and endocrine system, is not controlled by man’s subjective. The physiological 
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signal measurement method and data is more objective. People found that different 
emotions can produce different muscle motion mode. We can according to the 
different EMG signal of extraction of feature to identify the emotion [1].

Emotion needs certain physiological activation energy. The energy comes from 
the activation of human physiological functions, including the changes of neurocrine, 
increased blood pressure, heart rate, dilated pupils, muscle contraction, etc. People 
laughed and the cheek raised, for example, and the muscles around the eye heaped 
up, and the electrical activity in the left hemisphere increased. EMG can well reflect the 
strength of muscle activity level, local level of fatigue, motor unit excited conduction 
velocity and muscle coordination and so on. 

MIT media team led by professor Picard proved that application of physiological 
signal for emotion recognition method is feasible. They collected 1 actors deliberately to 
perform 8 kinds of emotional physiological signals, extracted statistical characteristic 
value by Fisher. The projection got 83% of the emotion recognition rate [2].

This paper collected EMG signal, temperature, pulse signal of the human body as 
an emotional identification signal. Figure 1 shows the block diagram of the emotion 
recognition system [3].

Figure 1. Emotion recognition system 

2  Data acquisition system 

2.1  EMG circuit

In order to study surface EMG, body temperature and pulse signal well, a data 
acquisition system was constructed. Figure 2 shows the construction of the system. 
Emotional signals could be displayed and analyzed real time, and can be stored in 
the PC. 

The electrodes used in the EMG collection design are silver/silver chloride 
electrodes with a very low DC offset potential, minimal motion artifact and good low 
frequency response. 

The electrode for disposable sticky Ag/AgCl snap electrode, can guarantee the 
quality and convenience of the application of the signal, specially used in the surface 
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EMG measurement in medical or scientific research. It’s special viscose texture can 
prevent skin allergy test before. It only need a few skin preparation and the area is 
not large. The size of each viscous region is 4cm by 2.2cm, each circular conductive 
area diameter is 1cm. Its two electrodes are fixed and the center distance is 2 cm, thus 
avoiding the change detection results from the change of the center electrode distance 
for each measurement.

circuit A/D PCsensor

Figure 2. Surface EMGs detection system block diagram

Figure 3 shows EMGs detection electrodes stuck to the arm.

   

Figure 3. Surface EMGs detection electrodes

Figure 4 shows a single channel EMG signal treatment block diagram. EMG signal 
was amplified in amplifier with gain=1000, and then converted by V/F converter with 
pulse width of the input voltage changes the size of the optical pulse. The optical 
pulse is received by the light receiver and then through frequency / voltage converter 
(F/V) demodulation, gain adjusted as the original output signal output [4].
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Figure 4. Block diagram of single channel SEMG treatment

Figure 5 shows the preamplifier circuit.An instrumentation amplifier INA128 is used 
to compare both of the signals to give an output of the difference between them. And 
it can adjust gain by change the value of R1 [5].
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Figure 5. Schematic circuit of preamplifier 

2.2  Pulse signal sensor circuit

Due to people’s heart beat, blood flow in blood vessels occur a series of periodic 
change. The monitoring of the pulse signal is through the collection and the change 
of blood flow in blood vessels. We will select a simple and convenient, practical, 
low cost, good performance, high sensitivity of the pulse sensor. Acquisition pulse 
signal is presented in this paper by selecting sc0073 pulse micro pressure sensor, 
which has piezoelectric thin film that can change dynamic pressure signal into an 
electrical signal. And more importantly, this kind of sensor is high sensitivity, small 
volume, convenient operation and low cost. In addition, sc0073 sensor can better 
withstand shock wave and overload phenomenon, anti-jamming performance is also 
better. Therefore they are widely used in all aspects of human society. Figure 6 is the 
Schematic circuit of pulse signal sensor. 
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Figure 6. Schematic circuit of pulse signal 

2.3  Temperature circuit

There are in various temperature sensors on the market and are widely used at present. 
But for this system, the temperature accuracy needed is higher. Therefore, we use 
the latest high precision MF-52E thermistor temperature sensor. MF-52E temperature 
sensor is not only of high precision, and is low cost, simple and convenient to use. 
Figure 7 is the Schematic circuit of temperature sensor.
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2.4  Data acquisition card and the interface

Acquisition system was based on acquisition card, Labview and PC. M series DAQ is 
NI a new generation of multifunctional data acquisition equipment with 16 analog 
input, can provide DC measurement with above 5.5 bit resolution. Connection mode 
of the data acquisition card can be divided into single input mode and differential 
input mode. The single input mode is more easily coupled into the electromagnetic 
noise than differential mode. So differential mode is used if there is no restriction on 
the number of connections. 

We used the DAQ assistant in LabView, set the voltage value of channel 1 and 
sampled with N sampling. The corresponding waveform was displayed in PC. 
Acquisition system as shown in Figure 8.

Figure 8. Schematic circuit of pulse signal

2.5  Signal collection interface

Visualization interface at the same time was realized in Labview. The corresponding 
function was shown in Figure 9.

Figure 9. Signal collection interface



24   Design of Emotional Physiological Signal Acquisition System 

3  Experiment Result

In our experiment, we have chosen a quiet laboratory, we have locked all the doors 
and windows. Natural light was chosen as the ambient light. We have selected ten 
participants to take turns into the laboratory. After everyone stayed calm, pulse 
sensorwas fixed on their right hand wrist. The temperature sensor was under his 
arm and EMG sensor was stuck on the arm. Exercises were necessary to the subjects 
to train them not to be disturbed. After the preparations, video that could cause 
anger, happiness, fear, sadness, surprise and disgust was shown by computer. The 
emotional signal file was stored in the computer. The EMG data collected was shown 
in Figure 10.

Figure 10. Raw Surface EMG 

4  Conclusion

Acquisition system was designed in this paper for emotional physiological signals. 
The relationship between the emotional and physiological signals was studied by 
means of signal processing and computational analysis. Emotional physiological 
signal recognition system is being designed in the PC.In the future, the wavelet 
transform method will be used to decompose the collected EMG signals. Through the 
extraction of EMG signal, the features which may reflect the change of emotion will 
be extracted. In the reduced feature space, Fisher classifier will be used for further 
search to select the best subset of features for classification of emotion.

Experiment showed that the system can collect a variety of signals and can be 
used in the emotion, rehabilitation medicine and psychological research.
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Yao-peng PAN*
EMC Effects On High-Resolution Spaceborne SAR Image
Abstract: Due to the complex structures and the wide frequency bandwidth applied 
for high resolution, the electromagnetic compatibility (EMC) design has significant 
effects on synthetic aperture radar (SAR) images. In this paper, the characteristics 
of SAR system are analyzed first. Based on the analysis, the model of noise caused 
by EMC design is built, which is used for research the effects on SAR images. Finally, 
computer simulation results illustrate the effects on the SAR images.

Keywords: EMC; SAR; noises; image

1  Introduction 

Spaceborne synthetic aperture radar (SAR) has played an irreplaceable role in remote 
sensing, and has been used in many area, such as ship detection, environment 
monitoring, agriculture, resource survey, and so on [1-4]. With the development 
of the SAR technique, high-resolution, multifunction and miniaturization are the 
future development trends of spaceborne SAR, which arise a new challenge for 
electromagnetic compatibility (EMC) design. Because radar itself has both high 
power emitting device and sensitive receiving device, it is hard to make a good 
electromagnetic protection in space environment. Moreover, as for SAR, in order to 
obtain high resolution SAR image, it transmits a linear frequency modulation (LFM) 
signal, which has a very large frequency range. For example, for 0.5m resolution, 
600MHz signal bandwidth is need. Due to so wide signal bandwidth, signal is very 
easy to be interfered, which consequently affects the quality of the SAR images.

Effects caused by EMC on radar system have been analyzed and discussed in 
[5-7]. A measurement model is built for radar electromagnetic compatibility analysis 
in [5], and describes the relationship of the attenuation coefficient of radar maximum 
range. Moreover, in [6,7], several features of airborne radar and shipborne radar are 
introduced by using the electromagnetic compatibility, especially the discussion of 
the effects on wideband signal. However, compared with the traditional radar, SAR 
is different because of the super-wide frequency bandwidth. Furthermore, due to the 
requirement of miniaturization and the complex space electromagnetic environment, 
it is a challenge for EMC design to guarantee the quality of SAR image.

Aim at the problem mentioned above, EMC effects on high-resolution spaceborne 
SAR image are researched as follow in this paper. Section I gives a general introduction 
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of the background. Section II reviews the composition of SAR system and the signal 
mathematic formula. Section III addresses the effects of EMC on SAR signal. Section 
IV shows some simulations by using the true SAR images. Section IV draws the 
conclusions of this paper.

2  SAR System And Signal Formula

Synthetic aperture radar is composed of the Linear FM source, transmit device, 
receive device, Low noise receiver, power amplifiers, and so on. In order to get high-
resolution and high gain, LFM signal is applied in SAR system. As for LFM signal, its 
phase is quadratic, and the frequency is changed linearly, which cover a wide range 
in frequency domain. The mathematical formula of LFM is given as follow:

( ) 2rect exp wB
S A j

T T
ττ π τ  = ⋅ ⋅ −     

  (1)

Where A  is the amplitude of LFM signal, [ ]rect ⋅  is rectangular envelope, T  is the 
pulse length of LFM signal, wB  is the frequency bandwidth, and τ  is time parameter.

According to the formula (1), the phase of LFM signal should obey quadratic. So, 
by applying the principle of stationary phase (POSP), we can transform LFM signal to 
frequency domain, which is given as follows:

( ) ( ) 2' exp
s w

f TL f A f p j f
f B

π
   

= ⋅ ⋅   
   

  (2)

Where, f  is frequency parameter, [ ]p ⋅  is envelope in frequency domain, and ( )'A f  
is amplitude of frequency response.

Figure 1 shows an example of LFM signal, and illustrates phase in time domain 
and amplitude in frequency domain, which has the 30us width and 300MHz frequency 
bandwidth with a 350MHz sampling rate. From the Figure 1, it is obvious that the 
signal is very easy disturbed by noise caused by EMC, when the radio-frequency 
signal is down-conversion to baseband signal. And, noise intensity defines the degree 
of influence on SAR images.
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(a)           (b) 
Figure 1. LFM signal in time domain and frequency domain:(a) in time domain (b) in frequency domain
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3  EMC Effects Analysis

In this section, the model of noise will be discussed and analyzed. As mentioned 
in section II, SAR system is composed with different components, and each 
component have their own characteristics. For example, some of them work with 
low-pass frequency characteristic, and some of them work with high-pass frequency 
characteristic. Moreover, their dynamic range and attenuate are also different, which 
lead to a complex effect on signal in frequency domain. 

High-resolution SAR have a super wide frequency bandwidth. However, different 
components have different frequency band range and different modulation mode, so 
the piecewise functions can be used to describe the EMC effects on signal. There will 
be n kinds of interference sources, and the whole frequency range is divided into m 
segment.
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 ∆ + ∆ + ∆ + + ∆   (3)

Where ( )iL f∆  represents the signal without interference, if∆  represents ith segment 
of frequency band, iN  represents the ith interference source, and ima represents 
the amplitude of effects on mth segment frequency band caused by ith interference 
source.

As for the arbitrary interference source, the amplitude obeys the Gauss 
distribution, and phase obeys the uniform distribution. Moreover, for different 
interference sources, their amplitude and phase are statistically independent. 
Formula (4) give the amplitude statistically distribution.

( )
2

2

1 exp
22 ii

xf x
σπσ

  = − 
  

  (4)

Where 2
iσ  represents the variance of ith interference source, and the average is zero.

4  Simulation

In order to illustrate the effects on the SAR images, we carried out some experiments 
by using TerraSAR-X image product. The parameters are listed in Table 1.
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Table 1. Parameters Of Simulations

Parameter Value

wavelength(m) 0.03

Resolution(m) 1.0

Pulse length(us) 33.6

Bandwidth(MHz) 300

Sampling rate(MHz) 330

And, Figure 2 shows the SAR images results with different noise levels. From Figure 2, 
the larger the noise level is, the bigger the effect is. And, some weak targets are even 
submerged by noise caused by EMC, which will decline the image quality and lead a 
wrong decision based on SAR images. Moreover, in the case of high noise level, SAR 
images become blurred. So, it is very important to consider the effects caused by EMC, 
when we design the SAR system, especially for the high-resolution system.

  
(a)     (b) 

  
(c)      (d)

Figure 2. EMC effects on SAR images with different noise level:(a) original image (b) image with low 
noise level (c) image with middle noise level (d) image with high noise level
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5  Conclusion

To guarantee the quality of SAR image, especially in the case of high-resolution 
images, the EMC effects should be taken into account. In this paper, combined with 
the characteristic analysis of LFM signal, the effects on high-resolution SAR images 
were addressed and verified by simulations using TerraSAR-X image. According to 
the simulation results, the noise caused by EMC will degrade the SAR image quality, 
which should be avoided in SAR system design. 

Acknowledgment: The authors would like to thank to Dr. Yang and Dr. Dai for giving 
some suggestions for this paper, and some reviewers for their comments that greatly 
improved the quality of this paper.
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Real-time Pupil Detection based on Contour Tracking
Abstract: A new method for pupil detection was proposed on the basis of contour 
tracking in this paper. The method scans the binary pupil image to find the starting 
point of the contour, and then find the complete contour from the starting point. 
Calculate the contour area to judge if it is eyelash or pupil area. Continue to search 
until the pupil contour is found and then calculate its diameter and center. According 
to the pupil information of the previous frame, narrow the detection region for 
binaryzation and track the contour to get the pupil information of the current frame. 
Threshold for binarization can be fixed, which is the threshold of the first frame of the 
cropped image. Experimental results show that the method has high accuracy, stable 
performance, and can meet the real-time detection speed.

Keywords: contour tracking; pupil detection; narrow detection region; real-time 
detection 

1  Introduction

Human pupil diameter changes from 2mm to 8mm in general. Regardless of its shape, 
margin and reflection, pupil has important academic and clinical research value in 
the human visual system because of its special sensitivity. Therefore, pupil detection 
is often used for clinical diagnosis [1]. Real-time pupil detection and tracking is 
an important research topic in the field of computer vision, and is related to many 
subjects such as physiology, artificial intelligence, pattern recognition, computer 
vision, image analysis and processing. Meanwhile, it has huge potential application 
value in the field of health care, traffic security [2], public security guarantee, military 
affairs, criminal investigation and so on.

Currently, manual inspection is mainly used for the detection of the pupil size, 
only can give positive diagnosis of the patients with dramatic symptoms. Missed 
diagnosis of mild symptoms will lead to missed treatment opportunities. If we can 
detect the above indicators objectively and quantitatively, small changes will be found 
in the early stage of the disease and postoperative monitoring for timely treatment, 
and will save more physiological function of patients.
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As a part of the iris recognition detection, the current commonly used pupil 
localization methods are circular detection operator proposed by Daugman [3] and 
binarization combined with Hough transform proposed by Wildes [4]. The calculus 
algorithm proposed by Daugman has high accuracy and robustness, but has long 
detection time due to the blind search, resulting in a waste of computation. Wildes’s 
algorithm has been improved in the localization speed, but also has the problem of 
long computation time. Then in order to improve the speed and precision of the Hough 
transform, the scholars put forward the improved algorithm of Hough transform, such 
as the point Hough transform [5,6]. These methods are based on circle detection, so 
the least square method is used to fit the ellipse when pupil is not perfect circle [7]. 
In addition, other people put forward methods like morphological reconstruction [8], 
template matching [9], regional growth [10] for pupil detection and pupil extraction 
based on image feature [11].

This paper realized real-time detection for pupil parameters under light 
stimulation, mainly using contour tracking to locate the pupil. As the contour tracking 
has nothing to do with the pupil shape, it is applicable to the irregular pupil. The 
scope of application can be wider.

2  Contour tracking method

Contour tracking, also called boundary tracking, is a method used to extract the 
boundary information in digital images, which can be used in the segmentation of gray 
images or binary images. So far, scholars have proposed a variety of contour tracking 
and other improved methods. Square tracking method, Moore neighborhood tracking 
method, radial scan method, Theo Pavlidis method and so on are comparatively 
classical [12]. Each method has its own advantages and defects, and can not apply to 
all the image conditions.

The basic steps of contour tracking methods are as following: Firstly, determine 
a point on the object contour as starting point according to some criterions; secondly, 
find new boundary points in turn from the starting point according to the criteria 
of tracking; finally, stop tracking according to the conditions for termination. If the 
image has more than one connected boundary, repeat tracking steps to search for 
new contours.

3  Pupil image processing

3.1  Pupil Imaging

Infrared light is generally used in pupil detection. Near-infrared spectrum between 
850nm and 950nm has no stimulation to human eyes, and the retina can reflect the 
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incident light up to eighty or ninety percent. The edge between pupil and iris can be 
very clear, so the part of the pupil is highlighted. However, there is an unavoidable 
interference of light source and eyelash in pupil images. Figure 1 shows the pupil 
image of 450*275 pixels acquired under the illumination of 850nm infrared.

 

Figure 1. Pupil image

In this paper, the flow chart of pupil detection is shown in Figure 2. Firstly, choose 
the suitable threshold for binarization, then contour track to get the precise contour. 
Finally get the information such as diameter and the center of the pupil. According 
to the position of the center of pupil, narrow the search range for the next frames to 
speed up the detection speed. 

Start

Binarization

Contour tracking

Initial image

Calculate  the pupil information

Narrow the 

detection region

Curves of pupil image

End
 

Figure 2. Process of pupil detection 
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3.2  Image Binarization

In pupil detection, the aim of binarization is to divide the pupil image into two 
parts, the pupil and the background. The key is to find the appropriate threshold. 
As a commonly used method in image processing, a variety of binarization methods 
have been proposed up to now, such as Otsu method, optimal interactive threshold 
method, global threshold method based on minimum error and so on. For pupil 
images, these methods can not be used to segment the pupil perfectly. According to 
the characteristics of pupil images, binarization based on the histogram is used to 
find the appropriate threshold.

As shown in Figure 1, the gray value of the pupil part in infrared image is 
significantly lower than the other parts. The large difference between the pupil and 
the background will form two peaks on the histogram. As shown in Figure 3, pupil 
region is located around the first peak and the background is located around the 
second peak. Setting the corresponding gray level of trough between two peaks as the 
threshold can separate the pupil from the background as much as possible. Choose 
the gray level of the trough right to the first peak as threshold for binarization, the 
result is shown in Figure 4.
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Figure 3. Histogram of pupil image 
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Figure 4. Binary Image of pupil image

3.3  Eyelash Removal and Contour Tracking

As the light spot falls inside the pupil, contour tracking of the outer boundary of the 
pupil will not affect the integrity of the pupil, thus will not affect the calculation of 
pupil size, center and diameter. However, due to the gray level of eyelash and pupil 
are close, not only pupil but also eyelash are existed in the binary image. Only avoid 
the eyelashes can find the real pupil contour. In pupil detection, the morphological 
methods such as erosion and dilation are used to preprocess the pupil gray image 
[10], and then after binarization the eyelashes can be removed. However, this method 
will greatly reduce the calculation speed, and may cause the distortion of the pupil’s 
edge easily. Therefore, eyelashes will be removed in the process of contour tracking 
in this paper.

The pupil image is approximately circular, and it is a complete connected 
domain, which will not be cut off or 8-connected. So simple and fast tracking method 
is enough to meet the requirement. Firstly, find the first boundary pixels: Search from 
top to bottom, left to right. Every time meet a black pixel, search its 8 neighborhood. 
If the number of black pixels in 8 neighborhood is greater than or equal to 3, confirm 
that it is not isolated noise, but the starting point of the first boundary. Secondly, 
search for the neighboring boundary points from the starting point: Define the 
initial search direction along the top right. If the top right point is black, it is the new 
boundary point, otherwise the search direction rotate 45 degrees clockwise until the 
first black pixel is found. Then set the black pixel as the new boundary point, rotate 
90°counterclockwise based on the current search direction. Continue to search for the 
next black pixel with the same approach. Finally, when the initial boundary point is 
found, once contour tracking ends. The contour tracking process is shown in Figure 5.

Due to the binary image of pupil has a few eyelash noise located above the pupil, 
although the isolated noise have been skipped while looking for the first boundary 
pixel, the first boundary be tracked may also be large eyelash region. Therefore, 
calculate the area surrounded by the contour, if less than a certain value, it is not 
regarded as the pupil, continue to look for new contours, until the pupil contour is 
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found. For the images processed in this paper, the value can be 1500. The contour 
tracking process of this paper is shown in Figure 6.

After the contour tracking of binary image, store the contour points of the pupil in 
an array, and finally calculate the center and diameter of the pupil.

  

Figure 5. Sketch of contour tracking
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Determine the starting point of contour 
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Set as current point

Identify new contour points

Find the starting point of contour 
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Figure 6. Flow chart of contour tracking 



 Real-time Pupil Detection based on Contour Tracking   37

3.4  Calculation of Pupil Information

According to the contour array got by contour tracking, add up the number of points 
surrounded by pupil contour as the pupil area. Then calculate the radius of the pupil 
according to the the formula of circle area. The center of the pupil is calculated by the 
formula of mass center: 
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nxx
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ij

∑
∑

=

=

 

In the formula, x and y are the horizontal and vertical coordinates of the pupil 
center, and ijx and ijy are the horizontal and vertical coordinates of the pupil pixels 
respectively, n  is the number of pupil points. 

4  Simplification of method

4.1  Narrow the Search Range

Pupil is only a part of eye, in the process of localization, if the approximate location 
of the pupil is known according to a priori knowledge, you can narrow the search 
range to improve the detection rate further. Some papers use gray projection method 
[13] in pupil detection for coarse positioning on the pupil. However, if illumination is 
uneven and image range is large, the overall gray value of the tail side of the eye is 
low relatively, gray projection in the column direction will be impacted, thus resulting 
errors in the coarse positioning.

As in the acquisition process of images, the pupil will not move casually, the 
pupil position of two adjacent frames are basically the same. After calculation to the 
previous frame for the information of pupil, Set the pupil center as the new center of 
the current frame, cut area of 160*160 pixels as shown in Figure 7. Operate binarization 
and contour tracking on the narrowed area in the square to get the pupil information 
of this frame. Then repeat operation to the next frame according to this pupil center 
until all the images are tested. Narrowing the search scope can greatly reduce the 
amount of computation and speed up the detection rate.

Figure 7. Reduced effective area



38   Real-time Pupil Detection based on Contour Tracking

4.2  Using Fixed Threshold

As the acquisition of pupil images is under the dark condition, environment changes 
little, set the threshold of the first narrowed frame as the fixed threshold can also 
reduce the computation and speed up the detection rate.

5  Experiment results

In order to verify the effectiveness and real-time of the method, 600 images aquired 
continuously are processed. The pupil image is 450*275 pixels, 8-bit gray. Experiment 
is under the hardware environment of i5 CPU, 4GB memory, 64-bit operating system 
and software environment of VS2008 in C++ language.

Compare three methods of Hough transform, regional growth method in literature 
[10] and this paper. Table 1 shows the positioning results of these three methods. It 
can be seen that the pupil center and the diameter of these methods are basically 
consistent. However, as the pupil is not a perfect circle, pupil positioning of Hough 
transform vary slightly.

Tabble 1. Location results of three methods

Methods           Result Pupil Center Diameter

Hough 
Transform

(206,156) 130

Region 
Growing

(202,158) 124.101

This Paper (202,158) 123.040

Process the images acquired continuously. As the diameters calculated by Hough 
transform are statistical results, and if deviation between the pupil shape and the 
perfect circle is great, the error of pupil centers and diameters detected will be large, 
so do the curve. Region growing method and the method of this paper do not need 
to take into account the pupil shape, the results are close and the curves are smooth. 
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The changes of pupil diameters under flash stimulation of three methods are shown 
in Figure 8.
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Figure 8. Pupil diameter curves of three methods

Statistics of running time of three methods shown that Hough transform has large 
amount of computation, so it is longest; literature[10] increases the operation time due 
to the use of dilation and erosion; the proposed method is fastest, the more images are 
detected, the more obvious advantages are, shown in Table 2. The results show that 
the proposed method can meet the requirements of real-time pupil detection.

Table 2. Comparison of method efficiency

Method Running time/ms

10 frames 100 frames 600 frames

Hough Transform 138 1334 7909
Region Growing 78 799 4713
This Paper 16 138 773



40   Real-time Pupil Detection based on Contour Tracking

6  Conclusion

A new method for pupil detection was proposed on the basis of contour tracking in this 
paper to locate pupil center. The effect of isolated noise and eyelashes are removed in 
the process of contour tracking. In the method, reduce the processing range according 
to the initial image and set the threshold of the first frame of the reduced image as 
the fixed threshold for subsequent treatment. The method can speed up the image 
processing rate of pupil detection on the basis of accurate location of the pupil center 
and can finally meet the requirements of real-time pupil detection. Because it is 
suitable for the detection of irregular pupil, it can be applied to the objective and 
quantitative detection of some eye diseases.
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Chip Manufacturing, Data Integration and 
Transmission 
Abstract: With the wide spread application of Chip in daily life, like Smartphone, 
tablet PC, biochip, etc. Chip manufacturers have been raising their requirements 
on the Chip manufacturing data transmission. In this paper, under the concept of 
cloud manufacturing, the manufacturing data transmission platform is assumed 
established, with the application of jQuery technology, the way to realize lightweight 
design of Chip data interface is explored.

Keywords: Chip Manufacturing; Cloud Manufacturing; Data Transmission; jQuery 
Technology

1  Introduction

Due to the rapid development of science and technology, the replacement rate of smart 
phones, tablet PCs and other products are also growing fast, therefore, electronic 
products are increasingly demanding on chip, the global semiconductor market is 
getting more and more prosperous. At the same time, consumer electronics and mobile 
Internet are closely connected, which will continuously expand the application 
surface of network accessible terminal products like smart phones, tablet PCs, smart 
TVs, etc. Based on the soaring demand of electronic products, the demand for chips 
will continuously rising; undoubtedly, it will enhance the chip manufacturing front 
and rear ends’ data transmission in the cloud platform. 

Regarding the chip manufacturing process, concerning of varying demand of 
different users, faster replacement of chip is needed. In order to obtain greater profits, 
chip manufacturers have to introduce new technologies and equipments constantly, 
therefore, the cost for manufacturing will be increased [1]. During the manufacturing 
of chip, huge amount of date will be produced, this paper concentrates on the research 
of establishing a data cloud platform during the manufacturing data’s transmission 
process, which will enables manufacturers to achieve Chip Manufacturing Front-data 
in a more efficient way, compared with before.
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2  Chip manufacturing data storage and retrieval

The manufacturing process of chip is divided into two parts: Front End and 
Back End. Front End, meaning the front process of chip manufacturing, which 
including Lithography, etching machines working, washing machines working, ion 
implantation, chemical mechanical planarization, etc. Back End, meaning the back 
process of chip manufacturing, it mainly contains separating the device on wafer, 
SMT assembling and encapsulation, etc.

Development of economic globalization has led to the development of the 
globalization of production, a joint production of the product value chain can 
be completed by different companies in different countries. The process of chip 
manufacturing, is also such a process. That is, the Front End manufacturing and 
Back End manufacturing is conducted in different places, even for Front End 
manufacturing, different parts can be done in different places. However, in the chip 
manufacturing process, the Back End manufacturing depends on the Front End 
manufacturing data. Without Front End Manufacturing date, it would be difficult for 
the Back End Manufacturers to conduct the following producing.

Nowadays, with the rapid development of manufacturing industry, Cloud 
Manufacturing is gradually introduced into modern manufacturing, especially 
semiconductor industry. Taking reference to cloud computing thinking, Cloud 
Manufacturing is developed based on the concept of “manufacturing as a service” 
[2]. The purpose of rising the idea of Cloud Manufacturing is to lower manufacturing 
waste of resources, make use of information technology to achieve a high degree 
of shared manufacturing resources. The establishment of shared manufacturing 
resources in the public service platform, can contribute to putting social resources 
in the public service platform, providing needed manufacturing services for users, 
in this way, business users can on the one hand saving the cost of buying processing 
equipment, reducing the waste of resources, on the other hand, manufacturing 
service is obtained. Under assumed circumstance, cloud manufacturing can achieve 
a product life circle’s Related Resources Integration [3]. In this way, users can easily 
get access to variety of manufacturing service, just like using water, electricity and 
gas. Thus, when Front End semiconductor manufacturers input the manufacturing 
date into cloud platform, Back End semiconductor manufacturers will be able to 
download the date according to their demands, does not need to get access into all the 
data. This will not only reduce the occupation of funds for enterprises on information 
investment, but also it will substantially help them to save cost.

As a matter of fact, the development of the semiconductor industry is relatively 
slow in China, though benefits from economic globalization, the export limiting 
of some technologies and equipments to us have been relieved, however, the key 
technology and equipments of chip manufacturing is still blocked. So that, the 
developments of China’s semiconductor industry is slow, still unable to meet the 
domestic demand for the chip industry. Among the manufacturing process of chip, 
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the Front End’s date storage is pre-recorded during overseas production environment, 
and the equipment to input the chip date is also produced overseas. Therefore, as 
most of the manufacturing equipments cannot be produced in domestic, we have to 
fully adopt foreign advanced countries’ equipment, while the imported equipment is 
extremely expensive. If not introducing overseas advanced equipments, without the 
Front End manufacturing data, when manufacturing chip Back End in domestic, it 
will cause some problems like chip size error, and electrical characteristics instability, 
etc. Thus, the domestic semiconductor industry’s technical level is difficult to achieve 
transcendence, which greatly effects the development of domestic semiconductor 
industry.

In order to solve the problems in Front End date transmission, a cloud 
manufacturing platform is called to be built up. As showing in Figure 1.

Figure 1. The cloud platforms for chip manufacturing data

3  Chip manufacturing data extraction size adaptation

Data transmission and Integration during the chip manufacturing process is like the 
current Mobile Internet date transmission. Result of the rapid development of Mobile 
Internet and smart mobile devices (for example, Smart Phone), the traditional network 
infrastructure is gradually shift in the direction of Cloud Computing. In order to realize 
automated on-demand, Cloud Computing needs to configure fast on Terminal Device, 
under the facility of Data centers, servers, storage, Lightweight design software and 
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operating system. Data size adaption, means the Front end and Back end data should 
match each other [4]. To better understand the data size adaption, here is a simple 
sample, see Figure  2. From Figure  2, we can find obviously, the firefighter’s gun 
should be connected to the hydrants, while general household faucets should not be 
connected to the hydrants, otherwise, it is not match. In the design of things, there 
is also data size adaptation problems existed among the mobile terminal and back-
end. Which means, if the Cloud drive cache is oversized ( data transmission fluent or 
bandwidth flow abundant), perhaps there will be a resource waste problem; on the 
contrary, if the Cloud drive cache is too small, it may cause date transmission uneasy 
or even blocked.

Figure 2. Civil piped water supply adaptation

The biggest challenge for Internet of Things mobile terminal design is that the 
hardware design cannot be completed independently, it must rely on back end 
software interaction model adaptation. The mobile terminal design system is huge and 
complicate, result in the uneasy to fine balance point in design. Besides, mobile search 
needs optimization, the mobile search is very different with traditional Internet search. 
Moreover, traditional Internet date cannot be fully displayed on a smart mobile device, 
there must be a conversion process to help resolving the fast refreshing by users, so as 
to provide better user experience. However, traditional Internet data is normally stored 
in relative date base, when the date base reach a huge level, it easily cause searching 
time consuming. Therefore, it is necessary to introduce Lightweight Database and some 
related technology, such as Mongodb and Restful Web Service. Foreseeable, this will 
lead to a challenge on technology innovation for software designers.

Nowadays, along with the rapid growing of Internet and the wide spread of 4G 
technology, mobile terminals have been increasingly common used in daily life. There 
are mainly two problems existed in mobile terminal application: firstly, due to the 
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need of meeting with different application logic, the exploring is very complicated; 
secondly, facing with verified mobile terminal application, the adaption workload is 
huge and facing great pressure. Thence, based on the concept of traditional middleware 
and mobile middleware, an mobile middleware architecture which can adapt varied 
of mobile terminal is designed. Also, the specific supporting method including key 
visual development environment, simulation running engine, application generation 
engine and cross-device support engine should be provided, so that the exploitation 
of mobile application can be more easy to handle and visible. Self adaption can be 
achieved depends on different model of mobile terminals, hence, the key problem of 
terminal support in mobile application popularizing is resolved [5]. 

4  The wcf framework for chip manufacturingdata

4.1  Brief Introduction of WCF

SECS/GEM is the common used standard in Semiconductor Industry, also in China, this 
standard is adopted by our chip manufacturing enterprises. In highly automated chip 
manufacturing plants, the manufacturing procedure and whole process is controlled 
and monitored by CIM (Computer Integrated Manufacturing) system, this will help 
to reduce errors during the manufacturing process, further, it will lower the cost and 
improve products quality. However, because the manufacturing process are different, 
not only the equipments used for production are verified, also equipments from different 
manufacturers are not in the same parameter. As a result, this will make CIM Automation 
Management conduction even difficult and complex. Under normal circumstances, when 
supplying Semiconductor Equipments, equipments suppliers will also provide SECS/
GEM software interface. But for Automation Software Integration, different equipments 
suppliers do not have communication protocol as a common principle [6]. Equipments 
suppliers can sometimes do not open communication protocol and interface software to 
semiconductor manufacturers, so semiconductor manufacturers have to build up their 
own software connection, leading to a huge increase on the program expense [7]. Besides, 
facing with different manufacturers’ equipments, only SECS/GEM can be used to comply 
the management of recipe as well as each different parameter. However, as the recipe 
format are settled verified by different suppliers, lots of equipments encryption is unable 
to be resolved, this will called for another exploitation by semiconductor manufacturers, 
referring to the SECS/GEM protocol. 

WCF (Windows Communication Foundation) is an application framework 
exploited by Microsoft, being used to support data communication. So WCF can be 
translated as Windows Communication Development Platform. Integrated original 
Windows communication mechanism, knowing as.NET Remoting, Web Service and 
Socket, and merged the related technology of HTTP and FTP, WCF is the best practice 
to develop distributed applications on Windows platform.
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The advantages of WCF are as below: Firstly, the unity of development. WCF 
united the technology of Enterprise Services, Messaging, .NET Remoting, Web 
Service, and WSE, contributed to the development and deployment, reduced 
development complexity. Secondly, WCF can achieve Multi interoperate. It applied 
the SOAP communication mechanism, which ensured the system to be interoperable, 
controlled, even under different development languages, cross-process and cross-
machine and even cross-platform communication can be conducted. Thirdly, it can 
provide higher level safety and reliance. The last but not least, WCF can support 
multi-vessel message exchange patterns, for example, request–response, Simplex, 
duplex, etc. The WCF framework model shown as Figure 3.

Figure 3. WCF frame model

To sum up, WCF is a good option to comply SOA. With the adoption of WCF, Cross-
platform and cross-language connection can be realized seamlessly, thus will 
enable Web service to be mutual transferred cross-platform and cross-language. The 
technology can overcome the problems encountered in chip manufacturing during 
cloud data transmission; it is facilitative to large application program development. 

4.2  WCF Framework

Same as traditional distributed communication frameworks, WCF essentially provides 
a cross-process, cross-machine cross- network service call [8]. Here below to create a 
simple WCF service and users program, and use WCF to test the users program.
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Step 1: To start the development Web server, load the WCF service information, 
expand the reference and click OK to add the service reference, as shown in Figure 4. 

Figure 4. Add Service Reference

Step 2: Using WCF to test users program. See Figure 5: The request and response when 
using WCF to test users program.

Figure 5. WCF Test Client
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Part of the code is as following:

the file Program.cs in Client program
using System;
using System.Collections.Generic;
using System.Linq;
using System.Text;
using System.Threading.Tasks;
using Client.ServiceReference1;

namespace Client
{
    class Program
    {
        static void Main(string[] args)
        {
            string numericInput = null;
            int intParam;
            do
            {
             Console.WriteLine ("Enter an integer and press enter to call the WCF 
service.");
NumericInput=Console.ReadLine ();
            }
            while (!int.TryParse(numericInput, out intParam));
            Service1Client client = new Service1Client();
            Console.WriteLine(client.GetData(intParam));
            Console.WriteLine("Press an key to exit");
            Console.ReadKey();
        }
    }
}

This example creates a simple Web service and console users application program 
residing on the Web server, and use the WCF Test Client Program to inspect and 
invoke the service created. The default VS template was applied for WCF project, 
the operating defined by the default template can be used without any need 
to adding new code. And in the file IService1.cs to define the data agreement 
Composite Type which can be provided to the client application through the 
metadata. In IService1.cs file it also contains the service agreement and the 
agreement is defined as an interface with Service Contract characteristics. WCF 
service departs the implement classes from service interface, so that users does 
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not need any information about the classes, and the functions that classes may 
contain is far more than the function of service implementation, or even a class 
can implement multiple service agreements. The configuration files Web.config 
of the WCF service is a feature extracted from the .NET remote technology and 
it can handle all types of WCF services and the client program WCF serves. The 
test client allows input of parameters to be used, calls the method, and then 
displays the results, all of which do not require customers to write any code. We 
have also checked the XML we send and receive for obtaining the results, and 
find the information has very strong technicality. This is why we select WCF as an 
application program framework of data communications. 

5  The interface design of the chip manufacturing data

5.1  jQuery Page Design

In the process of chip manufacturing, we need to extract data of former procedure 
from a cloud platform and display it on the terminal page. Today, jQuery has become 
the most popular java script library and in the world’s top 10,000 sites which are 
visited most, more than 55% of the users are using jQuery [9]. Compared with 
other page design technology, jQuery technology has the following advantages: 
first, jQuery is a lightweight java script library compatible with multiple browsers. 
It’s easy to handle and allows the application developer to get the most interface 
design by writing the least codes, providing the developers with different effects 
and features. Second, jQuery has a wide variety of document instructions and 
very detailed applications, and it also has a number of optional plug-ins, and the 
developers can select the appropriate characteristics according to different needs. 
Third, jQuery enables on the user’s html page that the code and html content keep 
separated, bringing the visitors totally different browsing experience.

Due to jQuery’s wide application and its unique advantage, to better display 
the chip data, hereby we use jQuery technology to proceed page design. Figure 6 
shows the basic data table designed with the use of jQuery. 

5.2  jQuery Mobile Interface

With smart phones, tablet PCs widely used, the mobile data terminal display has also 
become an important part of the front end data presentation, and this article proceed 
the design of mobile terminal interface by using jQuery mobile. The features of jQuery 
Mobile are: small frame, containing 12KB of JavaScript library, 6KB CSS and few icons, 
and supporting both low-end and high-end equipment at the same time.
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Figure 6. The chip manufacturing data page based on jQuery

By using the jQuery mobile framework and Restful Web Service method, chip 
manufacturers can query and access into real-time business in the mobile terminal 
(such as smart phones) anywhere and anytime, for example checking the chip’s size, 
thickness, diameter, etc. before chip manufacturing, and sending the data to chip’s 
production and processing center, which can greatly improve the chip production 
efficiency. This dynamic, real-time data acquisition can make the chip makers timely, 
comprehensively and accurately grasping the information of chip, and also making 
the workers, technical administrators and other specific executors better obtaining 
the chip’s information.

6  Conclusion

As the demand for smaller, thinner and lighter mobile devices continues growing, and 
the intelligent internet-work equipment, data and video content expanding explosively, 
the needs of mobile data transmission promotes rapidly, which will inevitably bring 
for the chip makers challenges and opportunities. Data size adaption plays an 
important role in the data integration and transmission of chip manufacturing. With 
the adoption of WCF, Cross-platform and cross-language connection can be realized 
seamlessly. To study the data integration and transmission in chip manufacturing is 
of great significance for the development of China’s semiconductor industry.
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Qing-qing WEI*, Ru-chun CUI, Zi-chao CHEN, Ya LI 
A DCT-domain-based Research and Application of the 
Algorithm of Digital Audio Watermark
Abstract: Digital watermarking technology has important application value in the 
aspect of authenticity identification, covert communication, hidden identification 
and electronic identity authentication. Digital watermarking is the important means 
to solve the problem of copyright protection of audio media. Through the analysis of 
the basic characteristics and basic methods of audio digital watermark embedding 
and extraction technology, the paper further discusses the domain audio digital 
watermarking algorithm that is based on the discrete cosine transform (DCT) and with 
the aid of MATLAB tool, A specific implementation method of the algorithm based on 
the two valued gray image as a watermark is proposed. This approach implements the 
copyright identification of specific application Settings for audio signal.

Keywords: audio digital watermarking; DCT domain algorithm; watermarking 
embedded; watermarking extraction

1  Introduction 

Discrete Cosine Transform (DCT) is the best way for image conversion. And it has lots 
of advantages. First, DCT is a change of orthogonal, and it can convert 8*8 spatial 
expression to a frequency domain, which only needs a small number of data points 
to present the image; Second, DCT coefficient can easily be quantified, so it can get 
a good block compression; Third, DCT algorithms performs very well, and it has a 
fast algorithm, such as fast Fourier Transform for efficient operation, so it is easy to 
implement, whether in hardware or software; Fourth, DCT algorithm is symmetrical, 
so inverse DCT algorithm can be used to unzip image [1].

Digital watermarking system consists of digital watermark generation, digital 
watermark embedding, watermark detection, digital watermark extraction and the 
attack on the part of the digital watermarking system [2]. The paper mainly focuses on 
the watermark generation, embedding, detection and extraction process.
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2  The Construction of Watermark 

2.1  the Generation of Watermark

Suppose that watermark is a binary image of m1*m2, it can be expressed as W={w(i,j),0≤ 
i<M1, 0≤ j< M2}, in which w(i,j)∈{0,1}. In order to embed the two dimensional binary 
image into the one dimensional audio signal, we take it into dimension reduction 
processing, then two dimensional will be reduced to one dimensional:

V={v(k)=w(i,j),0≤ i<M1,0≤ j< M2,k=i M2 +j}  (1)

In order to eliminate the sequence V in adjacent element correlations (and) improve 
the watermark embedding stability, Arnold scrambling transform is used to generate 
pseudo random sequence of V in all the elements of the pseudo-random sequence:

Vp=Arnold(V)={Vp(k)=V(k'),0≤ k,k' < M1 M2}  (2)

Through the pseudo random sorting operation, the 'v  elements in V sequence is 
moved to the position of the k-th in VP sequence. In order to further improve the 
resistance of the watermark damage, the watermark sequences spreads spectrum 
modulation, with Key for random seed producing m series {m (k)}. Use {m (k)} and 
watermark sequences {Vp (L)} to spread spectrum modulation and get a sequence 
{s (k)}, spread spectrum factor for m, S(k)= Vp([k/m])Λ  m(k),Vp(k),m(k)∈{0,1}(0≤ 
k<m M1 M2-1),type in “Λ ” for XOR operator, [x] for not more than x nearest integer. 
To spread the spectrum modulation is to use the bandwidth for signal-to-noise ratio 
and, to use the increase of watermark channel capacity for the improvement of the 
stabilization algorithm [3].

2.2  the Processing of Watermark Embedded

Watermark embedded process can be divided into three steps: DCT transformation, 
embedded watermark weight and DCT inverse transform. If A is set as the original 
digital audio signal, and the number of data as K, it can be expressed as:

A={a(k),0≤ k≤ K→1} (3) 

In this formula, a (k) ∈ {1, 2,......, (a 1)} is the range of data value of No. K, and P, the 
number of bits used for each hat data. For the sake of argument, the original digital 
audio signal is put into two parts:

A =Ae+Ar (4) 

In the expression, Ae is relevant to watermark while Ar not.
Because watermark is embedded into the original digital audio signal as noise, 

such embedding should not interfere with the use of digital audio signals as the 
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prerequisite. Generally, to improve the robustness of the embedded watermark, one 
embedding needs at least N audio data [4].

In consideration of the spread spectrum of modulation factor of spread spectrum 
m, if all the M1*M2 pixels of the watermark is embedded, the size of Ae relevant to the 
embedded watermark is N.

2.2.1  DCT Transformation
The processing of the audio data related to the embedded watermark and divided 
into segments of  M1 *M2and the DCT Transformation of each segment results in Dk(U) 
expressed as follows:

Dk(u)=DCT(Ar(k))={dk(x),0≤ x≤ N→1,0≤ k≤ M1 ×M2}  (5)

In the expression, dk(x) is the factor of No. x in the discrete cosine transformation of 
the audio data segment of No. k [5].

2.2.2  Watermark Weight Embedding
First of all, confirm the area for digital audio embedding in the discrete cosine 
transformation. That is, choose DC component and (m-1) low frequency AC coefficient 
as the embedding point in Dk(u) to embed m values of modulation sequence {S (k)}, 
namely, a pixel.

And then modify the selected wavelet coefficients dk(x) and embed in a sequence 
of modulation element S (k) :

dk'(x)= dk(x)+βS(k)  (6)

β is predetermined quantitative coefficient, which is used to regulate the embedding 
depth and whose value should be given according to the specific conditions of the 
embedded watermark because the watermark robustness will be poorer if the value 
is too small or otherwise will reduce excessively the value of original digital audio 
signal [6].

2.2.3  DCT Inverse Transformation 
The digital audio signal containing watermark information is achieved when the 

inverse transformation of the embedded watermark to audio data section d (u) in the 
discrete cosine is finished. The expression is as follows:

Aʹe=IDCT(Dʹk(u))={dʹ k(u),0≤ k≤ M1 ×M2} (7)

The digital audio signals containing watermark is obtained when Ae is substituted by 
A eʹ and in (7). The expression is As=Aʹe+Ar.
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2.3  The Extraction and Detection of Watermark

Only when the expected watermarking information can be tested and extracted in 
the watermark embedded into audio signal can the protection of copyright and the 
integrity be protected.

Watermark extraction can be expressed as W = F (I ‘, I), in which F is the function of 
watermarking extraction. Original audio signal is an option for watermark extraction 
and detection. It will be difficult for watermark technology to achieve its product 
release and network communication as the use of original audio signal in watermark 
detection is a defect, which explains why current watermark detection algorithm is 
carried out without the participation of original audio signal.

Still, the original digital audio signal and the watermarked signal need to be 
preserved for testing use. The detection process and the watermark embedded process 
are on the opposite.

If Aw is the digital audio signal to be tested, the inspection process of watermark 
extraction can be described as follows:

Segment the digital audio signals Aw, namely, Aw = Awe + Awr, then transform 
the discrete cosine containing watermark segments:

Dwk(u)=DCT(Awe(k))={dwk(x),0≤ x≤ N→1,0≤ k≤ M1 ×M2}  (8)

As for the DC component and (m-1) AC frequency components, use the original audio 
signal to find the hidden m binary image sequences of spread spectrum positions, 
which results in) (k) = [k (x)-dk (x)] /β

According to the m sequence produced by the individual key, the solution to and 
the expansion of {(k)} results in another sequence of {p(k)}, which is done in way of 
taking exclusively or operation, namely:

r'p(k)= S'(k) ΛM1m(k) (9)

Transform the dimension of {p (k)}, that is, change the sequence of 1d into binary 
images of 2d:

Ws={ws(i,j)= 'v  p(k),0≤ i<M1,0≤ j<M2,k=i M2  +j}  (10)

Compare the detected image of watermark Ws with the original one W to discern the 
false from the genuine watermark through the following formula:

sim(W,Ws)=(W*Ws)/SQRT(W*Ws) (11)

3  DCT Algorithm 

Discrete Cosine Transform (DCT) is one of mathematical operations that is closely 
related to Fourier transform. In Fourier series expansion, if an unfolded function is 
an even one, it only contains cosine term in the Fourier series, and is called discrete 
cosine transform when discretized [7].
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3.1  DCT algorithm analysis

The specific process of the extraction and detection of the embedded watermark 
through DCT algorithm is shown in Figure 1 and Figure 2. 

Figure 1. DCT watermark algorithm

Figure 2. DCT Algorithm for watermark extraction and detection
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3.2  Simulation and Testing

In the study, the binary gray image used as a watermark (as shown in Figure 3) is a 
278*278 pixel grayscale one. The procedures to improve the robustness and the anti-
interpolation of the embedded watermark are as follows:
1. Valuing the quantitative coefficient of β in function 1-6 1.5;
2. Using proper Arnold transform. 

Theatermarkimage become illegible when the pictures 
Undergo six times of Arnold transform (as shown in Figure 4 and Figure 5), but 

they restitute when undergone adequate iteration cycles. Because the watermark 
image size is 278*278, the restitution will be achieved after 24 times of iteration [8]. 

Figure 3. Binary gray watermark

Figure 4. The watermark undergone one Arnold scrambling

Figure 5. The watermark undergone six times of Arnold scrambling
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3. In addition, we can use the digital audio signal of 1411 kbps in the wav format as 
the original one. First, the original digital audio signal (A = Ae + Ar) is divided 
into two parts: Ae and Ar, in which Ae is the embedded watermark, and Ar is the 
redundancy part. The embedding of watermark has no effect on Ar. Second, divide 
Ae into M1 * M2 N- bytes of audio data segment (M1 is the watermark image pixels, 
and M2, the width watermark image pixels. In this paper, value the watermark 
image 8 and size of 278 * 278). The audio signals containing digital watermark 
can be achieved when the watermark undergoes six times of Arnold scrambling 
and receives a dimensional decrease of one dimension binary sequences and 
all audio data segments each embedded with a watermark pixel undergo both 
discrete cosine and reverse discrete cosine transform [9].

The results of the experiments are shown in Figure 6. It is clear that the audio signals 
embedded with watermark become a bit stronger than the original ones. There is little 
significant distortion of sound quality when such signals are normally played, which 
shows the anti-effect and the concealment of watermark.

Figure 6. Figure of waveform in experiment

In the process of watermark extraction and inspection, MATLAB is used to extract a 1d 
binary watermarking signal which becomes a 2d one that has previously undergone 
six times of Arnold scrambling transformation and the original watermark is obtained 
when the 2d binary watermark signal undergoes 18 times of replacement. The 
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experiment results shown in Figure 7 show that the watermark has been successfully 
embedded in the audio and can be correctly extracted [10].

    

a) The original image   b) the watermark extraction

Figure 7. Contrast of extracted experiment watermark

3.3  Audio Attack

Compact the audio file embedded with watermark into wma form before transform it 
into wav one.

The signal waveform obviously change if the audio file is compacted, as shown 
in Figure 8. The watermark extracted from the compacted audio file is quite different 
from the original one as shown in Figure 9.

Figure 8. The different waveform of audio signal before and after compact attack 
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a) the original watermark image  b) the watermark imageafter being attacked
Figure 9. The different watermark before and after compact attack

4  The Experimental Results and Analysis 

In light of the characteristics of embedding watermark into audio signal and 
the outstanding advantages of the discrete cosine transform used in audio data 
processing, a solution to the embedding of binary gray 2d image watermark by using 
discrete cosine transform (DCT). The advantage of image watermark is to offer users an 
intuitive and friendly analytical result while that of discrete cosine transform (DCT) is 
to provide users with software implementation that reflects the superior performance 
of digital and audio signals [11].
1. Because the watermark is, in the form of noise, embedded into audio signal, the 

embedding of watermark into audio signal should be based on a number of audio 
signals or the audio quality will be damaged because of the effect of watermark 
noise on the audio signals. It has been proved in this paper that the proportion 
between the watermark and the audio signals should not be higher than 1:8 – that 
is, the watermark image resolution is 278*278, and the shortest value of audio 
signal is L = 278*278*8 = 618272 – or the shortest length of audio signals will 
be limited if such proportion is too low and the length of watermark signals are 
limited. That’s why an additional analysis of the length of audio signals before 
the embedding of watermark.

2. The spreading spectrum and encryption of digital watermark is to improve the 
robustness of digital watermarking, but in practice, the robustness of digital 
watermarking provided by the software suggested in the paper does not perform 
well, this is basically because of the contradictory choice of abandoning the 
higher signal-to-noise ratio to reserve the integrity and the origin of the audio 
signals and prevent the audio signals from excessive distortion when they are 
embedded with watermark.
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5  Conclusion

Through the analysis of the algorithm and simulation tests, it can be seen that using 
the audio digital watermark algorithm based on discrete cosine transform (DCT), with 
the aid assistant of MATLAB tool, it is effective to embed audio signals with watermark 
which is based on binary gray image, whose corresponding algorithm and application 
are illustrated in the paper for setting copyright marks by using audio signals.
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Li-ping WANG*

Detection of Placido rings fracture based on ECC 
image registration
Abstract: In this paper, a new detection algorithm for tear film rupture based on 
Placido ring is proposed based on image registration and region segmentation. 
The algorithm divides the image into local regions, analyzes the joint entropy of 
the relevant local image, and judges the correlation between the joint images. The 
image registration of ECC is a kind of method based on Mutual Information. We 
judge the correlation between images by analyzing the entropy of relevant images. 
In this algorithm of ECC, we improve it by dividing the original image into local area 
regularly. It would improve the contrast of local region. The test results of proposed 
method can accurately mark the change of Placido rings’ position.

Keywords: Placido Rings; ECC; image registration; local contrast 

1  Introduction

Dry eye is a kind of chronic ocular surface diseases in the clinical. Most of people use 
their eyes for a long time. It becomes the most common reason for the dry eye. At the 
same time, some diseases of the eyes would also bring the complication of dry eye. 
Studies have shown that the incidence of dry eyes is increasing. Along with the social 
aging, the professional of the women and the popularity of cornea contact lens, the 
diagnosis and treatment of dry eye make everyone pay attention to it [1]. 

At present, most of the dry eye detection equipment are based on corneal 
topography. This kind of devices of dry eye is all using the Placido rings for their 
lighting source. This type of lighting source is extremely special so that it is significant 
for making up the broken corneal topography. But in this process, we need to fit a 
series of circular as well as analyze the contour consist of circles. Although the kind 
of detection for dry eye is already comprehensive, it is too complex and unpractical 
to the clinical medicine compared with the theoretical study. In clinical practice, we 
need a more simple and efficient method of detecting dry eye. In this article, we talk 
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about how to use the changes of Placido rings to demarcate the location of broken 
tear film in direct.

2  The relationship between the broken placido rings and dry eye

Tears distributed evenly in the conjunctival sac and form a layer of liquid membrane. 
It is called tear film in medicine name. There are three parts of tear film, including 
the layer of mucin, water liquid layer and lipid layer. There are some causes for the 
patients of dry eye that the tear film of dry eye spread unevenly because of the less 
tears made by dry eye. This kind of tears secretes less than normal eyes, but they 
evaporate faster. When we light upon the normal eyes using the Placido rings, it 
would appear a series of whole and perfect rings. On the contrary, we have the same 
condition to apply on the bad eyes; the projection of Placido rings becomes distorted, 
eventually broken. In normal conditions, we use the slit lamp to examine dry eye. In 
this method, we must make the tear film in some specified color. When the tear film 
changed, we could find the changing out under the slit lamp by watching lost color. 
In the imaging, the method of Placido rings has the same principle with slit lamp. We 
merely find out the changing of rings. In addition, the method of using Placido rings 
would not injure the patient eyes because the tester’s eye would not be colored. This 
new technology is called non-invasive. And non-invasive tear break-up time (NIBUT) 
has been widely admitted by the medical profession [2].

In ring rupture process, it can easily distinguish the rupture by human eyes. But 
the tear film appears to cover on the colored cornea, and it appears as the transparent 
color. Under normal conditions, we cannot see the process of the rupture. After 
rigorous medical research, it has shown that the rupture of Placido rings has a certain 
linear relationship with broken tear film. Therefore, we can make the process of 
rupture of tear film visible by corresponding the changing of Placido rings with the 
rupture of tear film [3,4].

3  Image registration based on ECC

3.1  The theory of image registration based on ECC

ECC is the abbreviation of entropy related coefficient [5]. Image registration based 
on ECC is a member of registration calculated by mutual information. Entropy is an 
important concept in information theory. Entropy is used to describe the uncertainty 
measurement system and reflects the amount of information that a system itself can 
provide. The greater the information entropy of a variable, so does he appeared. The 
mathematical expression of information entropy is:



64   Detection of Placido rings fracture based on ECC image registration

∑
=

−=
N

j
jj apapXH

1
)(log)()(   

In the image, we translate the computational expressions of entropy as follows:

)/(
1

1
∑
−

=

=
N

i
iii hhp

∑
−

=

−=
1

0
log)(

N

i
ii ppYH  

hi represents the gray image value to 5 of the total number of pixels in image Y. And N 
represents gray level in image Y. So we can find the probability is where the gray value 
is i. Gray-level is a shape of measure in representing the gray histogram [6]. When the 
image histogram has one or more of the peak, there is a smaller entropy; Conversely, 
the greater the entropy value represents that the histogram is flat.

Entropy has special properties [7]:
1. The negative: 0)( ≥XH ;
2. The certainty: When the probability is 0)( =XH . The certain events do not carry 

any information;
3. The symmetry: ),...,,,(),...,,,(),...,,,( 213312321 NNN ppppHppppHppppH ==  
4. Maximum entropy theorem:
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When all equal to the probability of events, source of entropy is the maximal;
5. The additive properties: )/()()( XYHXHXYH +=

The properties fully reflect the knowledge that can be accumulated, on the other 
hand, they reflect that any complex problem can also be solved step by step.

Joint entropy, reflects the correlation of two random the variables X and Y. If there 
are two random variables X and Y, X and Y of the joint entropy is expressed as:
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In this formula, X and Y respectively behave two images. According to the entropy 
calculation of single image, we can take the advantage of the joint histogram to 
calculate the joint entropy between them [8].

Define the size of NM ×  matrix ],[Hist NM . M, N, respectively, are on behalf of 
the reference image F and floating image R gray-scale series.

Take reference images and floating image the same coordinates of pixels in the 
image for a and b. The gray value of a is r and the gray value of b is f. These two gray levels 
of pixels on forming a new coordinates [r, f]. Then calculate the following operations:

1],[],[ += frHistfrHist  

Wherein, Hist [r, f] represents the number of reference image having a number of gray 
scale value r and a floating point image with associated gray value of f after traversing 
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the two images corresponding to all the pixels. Hist [M, N] matrix, represent two joint 
gray histogram of the image. Thus, we can calculate the joint probability density of 
two images [9]:

∑
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frHistfrp

,
],[
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Mutual information (MI), is an important concept in information theory describing 
the correlation between the two systems [10]. MI could also be understood as 
comprising each case information. Guidelines for the use of mutual information 
image is to use two images of entropy and joint entropy to reflect the extent of the 
information contained in each other. For two images X, Y whose mutual information 
is represented as:

),()()(),(MI YXHYHXHYX −+=  

As to X as well as Y, the higher the degree of similarity, namely high degree of overlap, 
the greater its relevance, the smaller the joint entropy and the greater their mutual 
information MI.

Learn more related content understanding, we shall find the template matching 
criteria exist FIG mutual information in the original sub-image.

But when the picture is similar in intensity distribution, FIG template may be the 
same mutual information of a plurality of sub-graph. This makes mutual information 
error-prone match. Meanwhile, the mutual information of two images is sensitive to 
the overlap region. If the two images overlapping area is too small, resulting in mutual 
information is very small, thus reducing our registration accuracy.

To avoid these drawbacks mutual information, mutual information has been 
improved by Mares:
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3.2  Based on the local contrast enhancement

Since lighting Placido rings are special, so we need to identify the region as a whole 
has a certain ring brightness changes. Due to changes in brightness caused by uneven 
gray scale image, so we set a single gray stretch scope that we lose a lot of gray scale 
information. In this paper, a regional division of the local gray contrast enhancement 
methods is raised [11]. After matching, we will offset the corresponding pixel gray; 
the rest will be part of the two images changes. In order to solve the whole gradation 
changes that are not uniform, we want to focus on the identified region which is 
divided into a plurality of pixels uniformly small area. In each small area which we 
were set gray stretch the scope of each region, so that we can change the whole image 
area more specific manifested enhance local contrast without losing information or 
change the excessive amplification change information [12].
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Figure 1 shows an image at a single threshold range conditions on the global 
image contrast after stretching. Figure 2 shows the rear area were taken for each 
individual corresponding threshold range of contrast stretch in all regions revert to 
the original image composed of images. For comparison, we can clearly find that the 
single threshold range will lose a lot of gray area of the region changed significantly 
after contrast stretch process, so that we recognize the annular rupture area has a 
great influence. After local area contrast stretching, changes in the area of each region 
can be shown. This improves the accuracy of the detection area of land.

 

Figure 1. Under a single threshold

 

Figure 2. Multi-threshold

3.3  Image registration and identification process

In this paper, testing steps:
1. Image matching based on ECC;
2. Get picture and image matching diagram corresponding changes;
3. We will approximate the curvature of the ring and into the approximate size of 

the area. The area is divided into 8 equally large rectangle for the convenience of 
our calculations;

4. Respectively, for each small area contrast stretching, in order to highlight change 
region;
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5. Make binary image, marked change region;
6. Calculate changes in the regional area. Thresholds defined medical screening to 

calibrate the tear film break area;
7. Mark the screened area on the original.

4  Experimental verification

In this paper, we make the 400*400 grayscale image which image format is jpg as the 
original registration and take the 240*240 grayscale image which image format is jpg 
as a registration template. Ultimately, we cut the registration into two equally large 
images, as shown on Figure 3 and 4.

 

Figure 3. Registration picture 

Figure 4. Matching template

Since this image taken in infrared light, we identify the major changes under the 
black pupil area. So we cut out the main pupil area. We can clearly distinguish the 
human eye changes in the two images of the ring. We also found that the brightness 
of the white ring region two images has changed. This is due to the special lighting 
conditions caused by unavoidable. But the change in position that we need to get 
there will be more substantial changes in brightness. We will cut a good image 
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corresponding to the pixel positions after registering two subtraction image obtained 
(shown on Figure 5). 

Figure 5. Difference image after matching

In Figure 5 we can see the variation in the amplitude of the gray area by the naked 
eye. But it is difficult to distinguish changes in specific details. Therefore, by dividing 
the region, we will need to identify areas were calibrated eight other large rectangular 
area. We were eight in this area of the rectangle window width and position of the 
contrast stretch. First, we were to observe the situation of local branches gray area. 
Figure 6 is a partial rectangular region we selected:

 

Figure 6. Choose gray stretch zones

By observing Figure 6, we can see a clear ring local region changes. Here is the gray 
area of analysis:

The histogram can be seen that the gray area which is mainly concentrated in the 
range of [0,100]. Next, we need to change us into the gray area through a “window 
frame” box. Here, we choose the box in the grayscale range [37, 42] of the area, and we 
block the gray level stretch the entire gray scale. We can make changes in the region 
to identify more clearly:
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Figure 7. Histogram in a rectangular area

Figure 8. After the rectangular area gray stretch

Through the observation of a rectangular area, we divided area while eight were gray 
stretch. According to the distribution histogram of each area, the change in tensile 
selection “window frame” area. Eventually we demarcate the areas of the respective 
changes.

 

Figure 9. Divided rectangular area divided areas, and the contrast stretching results
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After a single stretch, we can clearly see the gray-scale changes in the two images. 
Due to the small changes will not be easy to identify the human eye, at the same time, 
through the current detecting dry eye study finds more than a certain range when the 
change in the size of the tear film that is broken to a certain extent before it can be 
recognized criteria. Therefore, we set a standard threshold value, the removal of an 
area less than the area threshold value changes. Here we set the threshold value Th 
10. By regional standards in line with tear breakup following results:

 

Figure 10. After the removal of less than a threshold area and the nominal position resulting image

After the final treatment, we will change the area marked on the template showing 
the change region.

5  Conclusion

This paper presents an ECC image registration method based on the detection ring 
rupture. In the algorithm implementation process, by comparing the local area for 
analysis and processing, the overall image of the image is divided into several local 
areas. And to detect changes in the area of the local area, the final summary to the 
whole global picture of them. This method can avoid the global image intensity 
distribution is uneven, as well as single threshold range contrast stretch resulting in 
the loss of an image change information.
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Research on High-precision Calibration and 
Measurement Method based on Stereo Vision
Abstract: In stereo vision measurement system, distortion caused by the optical 
system makes images of targets deviate from theoretical imaging points, which 
results in measurement error of the system. In order to improve the measurement 
accuracy of the system, a quartic polynomial on the whole image plane is obtained 
through fitting the pixel resolution of each angular point on calibration board, the 
coefficient of which is proportional to the distance from the object to the camera. 
Then, we utilize binocular vision technology to calculate the distance of the detected 
object, and monocular vision to measure its transverse dimension. Experimental 
results show that, when the distance between the object and the camera is within 
10m, the distance error can be reduced to less than 5%. And when the object is 1 meter 
away from the camera, the measuring error of the transverse width of the object is 
within 0.5mm, which approaches to the theoretical highest resolution.

Keywords: calibration; pixel resolution; distortion equation; fitting; measuring 
distance by binocular model; measuring size of monocular vision

1  Introduction

As an emerging test technology, computer vision measurement technology utilizes 
some functions of the optical or electronic device, based on the biological vision, to 
obtain the information of the detected object, and complete the real-time measurement 
of three-dimensional information of the object. With the development of modern 
science and technology, vision inspection technology has been more important in 
the field of non-contact measurement, and widely adopted in various fields such as 
industry, medical industry and aviation.

Measurement accuracy is an important factor in weighing measurement 
technology which is related to many factors, such as calibration error of the camera 
and the selected measurement method [1-10]. In recent years, many domestic and 
overseas scholars have been trying to improve the measurement accuracy. The 
traditional calibration method [5,6] has the advantage of high precision, while with a 
complicated process. Self-calibration method [7,8] relies on the relationship between 
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corresponding points of some images, which is flexible but has strong robustness. 
Calibration method upon active vision [9,10] solves parameters through controlling 
the camera to move by the given way, which calculates simply and has strong 
robustness, but requires using high-precision mobile platforms.

Hereby, this paper proposes a measurement method based on stereo vision. We 
will establish a new type of camera calibration model, which utilizes binocular vision 
technology to calculate the distance of the object, and monocular vision to measure 
its transverse dimension. And the calibration template uses the conventional liquid 
crystal display, which does not need professional production and can be placed and 
adjusted easily.

2  Measurement model

2.1  Binocular Vision Model

Binocular vision model [11] is shown in Figure 1: two cameras which image planes 
are exactly coplanar with each other, with exactly parallel optical axes that are a 
known distance apart, and with equal focal lengths. And the paper has assumed 
that the principal points- cx

left and cx
right have been calibrated and have the same pixel 

coordinates in their respective left and right images. Usually, the center of an image is 
not on the optical axe, so we use cx and cy to imitate the shift of the center.

Figure 1. Binocular vision model of parallel transverse mode

For describing the model quantitatively, we define the world coordinate system, the 
camera coordinate system and the pixel coordinate system [12]. A world coordinate 
system is defined as a spatial 3D coordinate. The camera coordinate system takes the 
optical center to the coordinate origin, and usually defines the optical-axis direction 
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as Z-axis which is perpendicular to the image plane. And we take the point O- the 
intersection of the optical axis of the image plane to the main point. A pixel coordinate 
system is a cartesian coordinate system on the image plane which is in pixels. The 
upper left corner is seen as the origin, and the pixel coordinate (x, y) represents the 
number of columns and rows of the point on the image.

Moving on, let’s further assume a point P in the left and the right image views as pl 
and pr which have the respective horizontal coordinates xl and xr. And the coordinate 
of P in the world coordinate system is (X,Y,Z). Take the left camera coordinate system 
to the world coordinate system O-XYZ, and the left pixel coordinate system is Ol-xlyl, 
while the right is Or-xryr. The disparity is defined simply by l rd x x= − . As the 
situation shown in Figure  1, we can easily derive the following formulas by using 
similar triangles:

l x x
Xx f c
Z

= +   (1)

r x x
X Tx f c

Z
−

= +   (2)

( )i r

l r

T x xZ f fTZ
Z T x x

− −−
= → =

−
  (3)

where f represents the focal length of the camera, and T is the length between two 
cameras.

According to Eq.(3), the depth is inversely proportional to disparity, and obviously 
there is a nonlinear relationship between them: when disparity is near zero, small 
disparity differences make for large depth differences. When disparity is large, small 
disparity differences do not change the depth by much. Therefore, the binocular 
vision system is with high precision when the object is relatively near the camera.

In the experiment, we adopt SAD [11] to find matching points between the left 
and right stereo rectified images. SAD means the sum of square of absolute error of 
accumulated data in the given window, which is shown as Eq. (4).

( , ) { ( , ) ( , )}SAD x y Sum Left x y Right x y= −   (4)

The window with the minimum value of SAD in the searching area is the best matching 
block of pixels in the left and right image.

2.2  Monocular Model of Measuring Width

As shown in Figure 2 is the schematic diagram of the perspective, and only objects 
among the area of W and Z can be precisely imaged on the photosensitive sheet sensor. 
The angle formed by WC and ZD is the maximum range to observe objects, and that is 
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the perspective. The focal length is F mm, and the length of the photosensitive device 
is l mm. According to the triangular relations, the perspective can be calculated as

12tan 2 tan
2 2

l l
F F

α α −= → =   (5)

W

X

Y

Z

A

B

D

C

α 
h

F

l

Figure 2. Range of single camera

In the meantime, the resolution accuracy which refers to the actual physical width of 
a pixel can be calculated as 

22 tan 2
2

l
h h hlFs

p p pF

α
⋅ ⋅

= = =   (6)

where h is the real distance between the target and the camera, and p is the number 
of pixels on the photosensitive sheet in the longitudinal direction.

Moving on, let’s process the target’s image and count the number n of pixels 
ready to be measured, so the transverse width is

hlW ns n
pF

= = ⋅   (7)

3  Error analysis

In visual detection system, measurement accuracy is a key indicator which runs 
through the design process of the system. The application field and worth of the 
system depend on the level of its measurement accuracy. Measurement accuracy of 
the system is influenced by various factors. Figure 3 mainly analyzes several key steps 
in the image processing process and the main factors that affect the accuracy of the 
transverse width and longitudinal distance.
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Scenes Image 
capture

Longitudinal 
distance

Transverse 
width

Data

Hardware parameters and 
distortion of the camera Formula

Figure 3. Image processing and factors affecting the accuracy of detection

As can be seen from the above figure, followings are the factors affecting measurement 
accuracy of the camera [13]:
The natural parameters of the object itself or the changes of characteristics. 

 – Various factors in the process of capturing images, which mainly refer to the 
influence of camera hardware parameters, including distortion, installation 
accuracy of the camera, physical focal length, baseline, as well as the size and 
resolution of CCD.

 – Different measurement methods and calculation formulas.
 – Interference caused by noise or something else in processing and analyzing 

image.

In the meantime, according to Eq. (7), the horizontal width of the object is directly 
proportional to the actual distance between the object and the camera. Therefore, 
the measurement accuracy of the distance also significantly affects the transverse 
measurement accuracy.

As seen from the above analysis, the main factors affecting the accuracy of the 
measurement system originate in both hardware and software. Among them, natural 
parameters of the object itself or changes of characteristics are not controllable. Then, 
we will focus on optimizing the calibration model and measurement method. Some 
hardware parameters of the camera, such as distortion and accuracy of installing the 
camera, and some noise caused by the software will not be discussed in this paper.

4  High-precision camera calibration and measurement

4.1  Pixel Resolution Calibration

The classic binocular camera calibration, such as the calibration method proposed 
by Zhang [5], is a process to determine the mapping matrix of points from three-
dimensional to two-dimensional space. The projection matrix is determined by 
the internal and external parameters obtained by the camera calibration. Internal 
parameters refer to distortion coefficients of the camera, while external parameters 
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indicate rotation coefficients and offset coefficients of the camera coordinate system 
relative to the world coordinate system. In object vision measurement, since the 
calibration template and the measured object are not in the same image plane, online 
fine adjustment needs to be carried out respectively in calibration and measurement 
so as to make the imaging clearer. Because the system is adjusted in measurement, 
parameters of the camera need to be calibrated again which is difficult to maintain 
the consistency of calibration results of the lens. Moreover, the calibration is tedious 
and complex.

Image processing based on machine vision is to convert actual size of the object 
through the number of pixels. Therefore, the calibration model proposed in this paper 
will directly calibrate the pixel resolution of the camera, namely the relationship 
between the pixel and the actual size. The measurement result is the superposition of 
the resolution of each pixel. The accuracy of the measurement results can be greatly 
improved through accurate calibration of pixel resolution.

The calibration and measurement process throughout the experimental system 
is shown in Figure 4.

Recognize corners

Place the checkerboard parallel with the computer and capture images

Calculate the pixel resolution of all coners

Fit the equation of pixel resolution at the entire plane

Calibrate the distance between the checkerboard and the camera

Precision-calibration module

Match images

Calibrate the focal 
length

The module of 
binocular vision

Determine 
polynomial 
coefficients

Calculate the 
distance

Calculate the size 
through intergrating 

the polynomial  

Extract pixel 
coordinates to be 

measured

The module of monocular 
vision

Figure 4. The process of experimental calibration and measurement
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4.2  Fitting the Calibration Model

The optimum fitting of a plane can be interpreted as the minimum sum of errors’ 
squares of existing data. When a polynomial is defined as the fitting surface, the 
polynomial least square fitting can be carried out [14,15]. Theoretically, the selected 
order of the polynomial is arbitrary. However, high-order polynomial will lead to poor 
numerical characteristics. Furthermore, with the increase of the order of polynomial, 
the fitting surface will become not smooth enough. Therefore, polynomial of which 
the order is higher than the required should not be selected. Generally speaking, the 
precision of cubic polynomial established through the calibration proposed by Zhang 
[5] is limited. Consequently, this paper will establish a quartic polynomial fitting 
model for the measured data, which is shown as Eq. (8).

 ( , ) ( )( 4)i j
ijf x y k p x y i j= + ≤∑   (8)

According to Eq. (6), it can be known that the resolution of pixel points is not only 
related to hardware parameters of the camera, such as the focal length, the number 
of pixels on the photosensitive sheet, and the length of sheet, but also proportional 
to the actual distance from the camera to the object to be measured. Therefore, the 
proportionality coefficient between the distance from the object to the camera and the 
calibrated standard distance is the coefficient k required to be multiplied by the pixel 
resolution equation at this distance.

4.3  Calibration of Focal Length of the Camera

As shown in Figure 5, l is a resolution fitting curve when image coordinate y and depth 
Z are fixed. cx represents offset of original point in the image. x1 is the pixel coordinates 
of point X on the imaging plane. Take into account the distortion of the camera, the 
rectified pixel coordinate x can be obtained when the areas of quadrangle ABCD and 
ABFE are equal.

A

B C

D
E

Fx1 xcx

l

Figure 5. The correction of pixel coordination
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The focal length of the camera can be calculated according to the model of pinhole 
camera proposed above. The rectified pixel coordinates of points on the image can be 
denoted as (x, y), the depth of standard template as Z, the actual length as (X, Y) and 
the offset of the origin point in the actual image as (cx, cy), so the focal length fx and fy 
of the camera on x and y direction can be calculated, as shown in Eq. (9). Moreover, cx 
and cy are just the coordinates of the central point in the fitting model.

, yx
x y

y cx cf Z f Z
X Y

−−
= ⋅ = ⋅   (9)

5  Experimental scheme and result

5.1  Resolution Model

The experiment is implemented with two aims. Firstly, it aims to verify the feasibility 
of the proposed detection method in the scheme. Secondly, it purposes to analyze the 
measurement accuracy of the method. The experimental system consists of a group 
of binocular cameras, with the resolution of 1920*1080, the focal length of 15mm, 
the photosensitive sheet’s length of 7.52mm, and the length between two cameras of 
200mm. The experiment shows that the targeted accuracy of the system in distance 
measurement is for 5%, while the transverse dimension measurement for 0.5mm.

The checkerboard is placed 100cm away from the camera to capture images. 
Make sure that the checkerboard is filled with the entire imaging plane, as shown in 
Figure 6. The camera is calibrated based on the method which has been described, 
with the fitting model shown in Figure 7. And the calibration result of the focal length 
is 4345 pixels.

Figure 6. The calibration image
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Figure 7. The fitting model of pixel resolution

5.2  Distance Measurement by Binocular Vision

In order to maintain whether the system can calculate the target distance accurately, 
the distance of the object will be calculated by binocular vision, comparing with the 
actual distance while the object is 1m to 5m away from cameras. The measurement 
results are shown in Table 1. A relative error curve is gained based on the results in 
Table 1, from which the measurement error is within 5% when the object is away from 
the camera within 10 m.

Table 1. Measure results of distance

True distance/m Measured result/m Error/m Relative error

100 99.5 -0.5 0.5%

150 147.75 -2.25 1.5%

200 195.96 -4.04 2.02%

250 243.75 -6.25 2.5%

300 291.48 -8.52 2.84%

350 338.8 -11.2 3.2%

400 386.2 -13.8 3.45%

450 432.9 -17.1 3.8%

500 479.75 -20.25 4.05%



 Research on High-precision Calibration and Measurement Method based on Stereo Vision   81

Figure 8. Relative error curve of the distance by binocular system

5.3  Width Measurement by Monocular Vision

In order to test the accuracy of transverse dimension measurement by the system, the 
length of any section of a scale will be measured to be compared with the actual size. 
For eliminating the influence of the distance on the transverse width, we will fix the 
distance between the scale and the camera of 100cm, which is the standard distance 
when calibrating. Therefore the proportionality coefficient of the quartic polynomial 
will be 1. The pixel coordinates of the two ends of the scale are adopted to calculate the 
length by means of the integration for the quartic polynomial which has been fitted.

The theoretical pixel resolution accuracy of the experimental system based on 
Eq.(6) is 0.245mm. Any section of the measurement scale is taken to be measured, 
and the result is shown in Table 2 where (x1,y1) and (x2,y2) represent respectively pixel 
coordinates of the two end points in any section of the scale.

Table 2. Measurement results of transverse width

x1 y1 x2 y2 Measured width/mm True width/mm Error/mm

60 412 213 412 39.7620 40 -0.238
213 412 409 412 50.2449 50 0.2449

409 415 608 415 50.3446 50 0.3446

608 415 808 415 50.1071 50 0.1071

808 396 1009 396 50.1609 50 0.1609

1009 398 1210 398 50.2492 50 0.2492

1210 401 1407 401 49.6186 50 -0.3814

1408 422 1602 422 49.4122 50 -0.5878
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5.4  Analysis on the Experimental Results

From above, it can be seen that the measurement accuracy obtained by the two 
methods is high.

When measuring the distance, calculating the disparity has consumed lots of 
time. In order to improve the efficiency of the system, the resolution of the camera 
should be lowered and the disparity parameter should be adjusted. However, a pixel 
deviation might correspond to long distance in the actual situation. Theoretically, 
the system will measure the distance more accurately with higher resolution of the 
camera. Obviously, it is necessary to maintain a balance between the accuracy of the 
distance measurement and the operation time of the algorithm.

As can be observed from Figure 8, with the distance of the object from the camera 
increasing, the measurement error of the system is also constantly increasing. It 
can be seen that the error appears an approximately parabolic relationship with the 
distance, which is related to the principle of distance measurement by the binocular 
vision. The distance of the object is inversely proportional to its pixel deviation in 
two photos. When the object is far away from the camera, a great distance movement 
corresponds to just a small deviation of pixels, so the system is not so sensitive to 
remote objects. In addition, the resolution of the camera is not high enough, leading 
to the difficulty of measuring remote objects.

In testing the transverse accuracy of the system, the measurement error is about 
0.3mm within 0.8m to 1.5m away from the camera, which has achieved the target 
precision of 0.5mm. It can be found that the error in the system mainly comes from 
three aspects:

 – The measurement of the distance
The distance between the object and the camera determines the coefficient of the 
fitting equation, so if we don’t measure the distance accurately, the polynomial will 
change.

 – Error itself of the fitting model
Firstly, the resolution of individual pixel is calculated by adopting the average distance 
of two points. What’s more, a certain amount of optimization in the fitting model 
is possible to cause some errors. In order to decrease the error, the more accurate 
calibration boards are supposed to apply, and more images should be captured to 
cover all pixels when calibrating. And we have to look for the better curve fitting 
method.

 – Camera Pixels
In the experiment, the pixel coordinates of the end points of the scale are manually 
extracted, and a pixel shift may correspond to a certain width deviation. Therefore, it 
is necessary to improve the accuracy of extracting pixel coordinates.
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6  Conclusion

In this paper, fitting a polynomial is adopted to propose a new model of high-precision 
camera calibration. And establishing the general equation for the resolution of the 
entire field has been written into the program for real-time measurement. We will 
calculate the distance through binocular system as well as the monocular system to 
measure the transverse dimension of the object. While the calibration template uses 
the conventional liquid crystal display, which does not need professional production 
and can be placed and adjusted easily. The experimental results show that the four 
fitting equation can effectively improve the accuracy of the object measurement. In 
the meantime, further improvement of extracting pixel coordinates and measuring 
remote objects has an important role in high-precision measurement, and we will 
make further exploration in the future studying.
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Zhong-min LI*, Guo-wei ZOU
Comparison of Three Weak Small Moving Target 
Detection Methods based on Time Domain Filtering
Abstract: The weak small moving target detection method based on time domain 
filtering can be seen as a background suppression method in time domain. In this 
paper, aiming at three commonly used time domain filtering methods – the time 
domain average filtering, the time domain median filtering, and the time domain 
minimum value filtering, we analyze the weak small targets detection performance 
of them by observing their images after filtering. The experimental results show that 
although the time domain minimum value filtering method in target brightness is the 
highest, but produces the more false alarm points, and the number of false alarm 
areas using the time domain average filtering method is obviously less than using the 
time domain median filtering method and the time domain minimum value filtering 
method. The performance using the time domain average filtering method is better 
than the other two, so the time domain average filtering method is more suitable for 
weak small moving target detection than the time domain median filtering methods 
and the time-domain minimum value filtering method.

Keywords: moving target detection; time domain filtering; background suppression

1  Introduction

Background filtering and suppression actually uses a variety of the image 
preprocessing algorithms to enhance the target and suppress the background of 
infrared image. In this way, the SNR of image is improved. The background of infrared 
image is generally considered as spatial correlation, stability in the time domain and 
on the low frequency part of the image in frequency domain. The target is generally 
considered irrelevant to the background; it occupies the high frequency part of the 
image in the frequency domain [1]. Therefore, we can detect the target directly from 
the image except the background. We also can predicate the background firstly, 
and then eliminate the image background to calculate the residual image. Image 
preprocessing methods mainly includes the time domain filtering method, the spatial 
domain filtering method and the transform domain filtering method.
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The time domain filtering method estimates global motion parameters for 
registration to the background before the time domain filtering, Bin Wu et al. put 
forward the infrared background suppression algorithm based on third order 
cumulates [2]; Yan Xing et al. put forward the frame of nonlinear filtering algorithm; 
reference [3] proposed a multiple frames integrated detection algorithm in time 
domain based on the point estimation. Due to the need for three dimensional signal 
processing, the computational complexity of these methods is very large, and they 
would occupy lots of storage space. It is difficult to accurately estimate the global 
motion parameters of the non-stationary background. Therefore, they are mainly 
used to inhibit the short-time stationary background.

The spatial domain filtering method has good real-time performance and it easy 
to implement, so it is widely used in practical engineering [4]. Hat transform method 
is a kind of practical nonlinear background prediction technology [5]. In order to 
enhance the adaptability of the algorithm, some scholars introduced the adaptive 
filter technology to image preprocessing, such as the two-dimensional minimum 
mean square error filter [6], the minimum mean square support vector machine [7], 
Karman filters [8] and Wiener filters [9], etc. Ming Li put forward a three-dimensional 
bidirectional filter to inhibit the complex background [10]. Ch. O. Goo put forward a 
kind of infrared small target detection method based on variable structure tensor [11]; 
Siguang Zhong et al. used gradient operator to describe the target area of the “gray 
singularity” to implement the background suppression [12]; Biyin Zhong et al. set up 
first-order field spatial distribution model of infrared dim-small target image, and used 
the neat filter to realize background suppression adaptive and target enhancement 
[4,13]; Yanhua Wang and others used anisotropic diffusion filter to separate the 
target and gradient feature of background to improve the image of the SNR [14]; Jin 
Liu et al. put forward a kind of infrared background prediction and suppression 
algorithm based on improved M estimate of the current residual error [15]; Jin Qin put 
forward weak small targets detection method based on the optical flow estimation 
and adaptive background suppression [16]; Riming Liu et al. proposed an adaptive 
region growing algorithm that could automatic extract the small target from infrared 
image [17]. Without the statistical properties of the backgrounds and assumption of 
the gray feature, the structures of these methods are very simple, and widely used 
in engineering application. However, they would residue much strong background 
texture, and it is not enough to improve the SNR of image as for detecting the weak 
small target in complex background.

The transform domain filtering method firstly maps the image to transform 
domain, and then detects the target in the transform domain. Yang Yong et al. used 
Butterworth high-pass filter in the preprocessing of infrared dim-small target image 
[18]; Thayaparan T. et al. found the frequency domain algorithm based on the fast 
Fourier transform [19]. But these methods are not suitable for the weak small target 
detection in the low SNR infrared image. S. Liu and Z. Cao proposed an improved 
visual attention algorithm to detect SAR image target in complex environments [20]; 
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M. S. Islam and U. Chong presented an improvement in moving target detection based 
on Hough Transform and Wavelet [21]; Zhicheng Wang et al. proposed a detection 
method of fusion the infrared small target based on support vector machine in 
the wavelet domain [22]. The performance of these methods mainly depends on 
the design of wavelet basis. Liu Riming and others extracted high order statistical 
characteristic of the image by Fukunaga - Koontz nuclear transformation to implement 
the background suppression and enhancement the target [23]. Yong Yang et al. used 
two-dimensional general S transformation to obtain the information of background 
[24]. In order to solve the structured background suppression, Xiang Zhang et al. put 
forward an infrared weak small target background suppression method based on 
dual tree complex wavelet transform [25]. Yiquan Wu et al. put forward a test method 
of inhibition the original image, based on nonnegative matrix decomposition and 
independent component analysis and complex contoured transform [26]. Y. Wu, and 
D. Yin put forward a kind of background prediction test method based on the next 
sampling transform and fuzzy c-means clustering multi-model least squares support 
vector machine (SVM) [27]. All in all, the transform domain filtering method need to 
implement two transformations, so its computational complexity generally become 
larger and its real-time is reduced. 

2  Basic Principles

The weak small moving target detection method based on the time domain filtering 
can be seen as a background suppression method in time domain. In this paper, 
aiming at three commonly used time domain filtering methods –the time domain 
average filtering, the time domain median filtering, and the time domain minimum 
value filtering, we compare their performance by using them to detect the weak small 
target in IR images.

2.1  The Time Domain Average Filtering

The time domain average filtering uses the average of the pixel (i, j) in the time window 
K as its background prediction value. The residual signal fr (i, j, k) of the pixel (i, j) 
after average filtering can be represented as follows.

Kkkjifkjif jir ,...,2,1,),,(),,( , =−= µ   (1)

The steps of time domain average filtering are described as follows.
1. Read K frames of infrared images into memory, and store in imk (k=1, 2, …, K).
2. Put imk combined by function imaddd(), stored in matrix I, and make matrix I 

divided by K, then we get the matrix J, which contains the time domain average 
of each point.
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3. Make each frame of image minus the mean value matrix, and then get the residual 
signal.

4. Select an appropriate threshold for binarization.
5. The points which gray values are greater than threshold are candidate targets, 

and then the others are background points.

2.2  The Time Domain Median Filtering

The time domain median filtering uses the median of the pixel (i, j) in the time window 
K as its background prediction value. The residual signal fr (i, j, k) of the pixel (i, j) 
after median filtering can be represented as follows.

Kkjimedkjifkjifr ,...,2,1),,(),,(),,( =−=   (2)

The steps of the time domain median filtering are similar to the steps of the time 
domain average filtering. Only the step (2) need to be changed to remove the gray value 
of each pixel in the array, then get the median of each point by function median(a), 
which deposited in corresponding position of the matrix b which has the same size to 
the image matrix.

2.3  The Time Domain Minimum Value Filtering

The time domain minimum value filtering uses the minimum value of the pixel (i, j) in 
the time window K as its background prediction value. The residual signal fr (i, j, k) of 
the pixel (i, j) after median filtering can be represented as follows.

Kkjikjifkjif r ,...,2,1),,min(),,(),,( =−=   (3)

The steps of the time domain minimum value filtering and the time domain average 
filtering are almost similar. Only the step (2) need to be changed to remove the gray 
value of each pixel in the array, then get the median of each point by function min(a), 
which deposited in corresponding position of the matrix b which has the same size to 
the image matrix.

3  Experimental Results and Analysis

The experimental results for the first frame image in infrared sequence images using 
the time domain average filtering, the time domain median filtering, and the time-
domain minimum value filtering are shown in Figure 1. 
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As shown in Figure 1, the three time domain filtering methods can detect the 
target, but they all produce some false alarm points. These false alarm points are 
generally produced by cloud edge or random noise.

In Figure 1b, 1c and 1d, the false alarm points using the time domain average 
filtering are mainly produced by cloud edge, and the number of the false alarm areas 
using the time domain average filtering is obviously less than the other two methods.

Seen in Figure 1c and 1d, the number of the false alarm areas using the time 
domain median filtering is similar to he number of the false alarm areas using the 
time-domain minimum value filtering, but the number of the false alarm pixels using 
the time domain median filtering is obviously less than the number of the false alarm 
pixels using the time-domain minimum value filtering.

(a)           (b)

(c)            (d)

Figure 1. The results of the three time domain filtering methods: (a) the original infrared image, (b) 
the binary image by using the time domain average filtering, (c) the binary image by using the time 
domain median filtering, (d) the binary image by using the time domain minimum filtering.

Only considering the false alarm points by using the three time domain filtering 
methods, it is not enough to judge which method is the best one of them. We want to 
find more information using the three dimensional histograms. The three dimensional 
histograms of the binary images by using three time domain filtering methods are 
shown in Figure 2.

The three dimensional histogram of the binary image by suing the time domain 
average filtering method is shown in Figure 2a. It shows that the ordinate of the target 
is around 44, and the ordinates of false alarm points remain 10 -15.
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As shown in the three dimensional histogram of the binary image by suing the 
time domain median filtering method (seen in Figure 2b), the ordinate of the target is 
about 47, and the ordinates of most of the false alarm points maintain 20-30.

As shown in the three dimensional histogram of the binary image by suing the 
time domain minimum value filtering method (seen in Figure 2c), the ordinate of the 
target is around 62, and the ordinates of most of the false alarm points remain 35-47. 
Furthermore, the number of false alarm points by using the time domain minimum 
filter ing method is more than the other two.

(a)

(b)

(c)
Figure 2. The three dimensional histograms of the binary images by using three time domain 
filtering methods: (a) get the binary image of the three dimensional histogram, (b) median filter to 
get the binary image of the three dimensional histogram, (c) the minimum filter to get the binary 
image of the three dimensional histogram.
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In short, comprehensive consideration, the time domain average filtering method 
is more suitable for weak small moving target detection than the time domain median 
filtering methods and the time-domain minimum value filtering method.

4  Conclusion

In this paper, we introduce three time domain filtering methods, and apply the three 
time domain filtering methods in weak small moving target detection. By comparing 
the number of the false alarm points and the three dimensional histograms by using 
the three time domain filtering methods to detect the weak small target in infrared 
image, we can see that although the time domain minimum value filtering method is 
the highest in target brightness, but it produces the biggest number of the false alarm 
points. The performance of the time domain average filtering method is better than 
the other two, so it is the most appropriate method to detect weak small moving target 
in the time domain filtering.
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Gong QIN*, Jun ZHOU
Breath Sounds Detection System based on SOPC
Abstract: The core of the SOPC development platform named DE2 was the Altera’s 
FPGA with embedded soft core of NIOS II CPU. This system used audio codec chip 
WM8731 to complete signal sampling and playback of breath sounds, and also 
determined the start-stop of breath sounds with the use of short-time energy and 
short-time zero-crossing rate, and short-term autocorrelation analysis, and then took 
advantage of digital filter and FFT transform and linear prediction analysis technology 
to extract related parameters of breath sounds, matching with DTW algorithm for 
identification. The experimental results show that the system can efficiently identify 
various breath sounds. The function of the system can be used in the clinical auxiliary 
diagnosis of lung disease and identification of different lung sounds. It also can 
facilitate medical teaching and remote diagnosis.

Keywords: breath sounds detection; the SOPC; digital signal processing; pattern 
recognition

1  Introduction

An important clinical index of lung physiology and pathology is lung sounds, which is 
often said that breath sounds [1,2]. Breath sounds detection through the stethoscope 
preliminary diagnosis of lung disease is the most basic and most rapid method, but it 
need a doctor with personal accumulated rich clinical experience to judge. Due to the 
low resolution and narrow frequency response range of the stethoscope and different 
auscultation level of different doctors, the listening content is difficult to be described 
objectively in text and language. So both learning and mastering auscultation 
technology is considerable difficult for doctors who had less clinical experiences [3,4].

This paper tries to research a breath sounds auscultation system on SOPC 
platform. With the help of modern signal processing technology, this system can 
realize objective record, storage, playback, analysis, comparison, identification, and 
so on for the physiological and pathological characteristics of lung index. The function 
of the system can be used in the clinical auxiliary diagnosis and identification of lung 
disease, it also can facilitate medical teaching and remote diagnosis [10].

*Corresponding author: Gong QIN, School of Physics and Information Engineering, Jiang han 
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2  Design of the system

System consists of front-end analog signal processing circuit and DE2 development 
board. The front-end circuit realizes signal acquisition and conversion of breath 
sounds through the sensor, and amplifying, filtering. Then, through A/D conversion 
of the WM8731, the audio signal of original breath sounds is digitized. Then, DE2 part, 
NIOS II as the core, is used to store and analyse digital signal, to extract the feature 
parameters, used for matching and recognition, and to display information on the 
LCD screen. The system structure is shown in Figure 1.

Figure 1. System structure diagram

2.1  Hardware Resource Configuration

Through the SOPC Builder, we can build and implement the system flexibly, Figure 2 
and Figure 3 shows the basic setup of the system in the SOPC Builder
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Figure 2. SOPC Builder configuration (1)

Figure 3. SOPC Builder configuration (2)
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2.2  FFT Configuration

FFT algorithm adopts high performance Fast Fourier Transform (FFT) processing IP 
core of Altera company. Because the frequency of breath sounds mainly ranges from 
50 to 2000 Hz [8], we reduce the sampling rate into 22.05 kHz, and choose 512 as 
transform length for the high-speed complex FFT algorithm, which is equivalent to 23 
ms in short period, the frequency resolution is 44.1 Hz, so the frequency resolution and 
time resolution can satisfy most application. Because the original signal is recorded 
by 44.1 kHz, in the future we can also realize different analysis and inter-comparison 
through a variety of sampling rate and window lengths.

Figure 4 is the FFT principle diagram. According to the timing, we write files that 
generated FFT IP core that can hang avalon bus, what enhanced the flexibility of the 
system and real-time processing capacity of the data [6].

Figure 4. FFT principle diagram

2.3  SGDMA Configuration

FFT algorithm is used in Avalon - ST bus, the Avalon - ST bus can be set by Scatter 
gather DMA Controller of Altera, as shown in Figure 5.
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Figure 5. Scatter gather DMA controller IP core

2.4  External Resource Configuration of the System

Breath sounds are collected by the sensor. After amplified and filtered, the analog 
signal that is set between –1V to +1V inputs to the WM8731. Controlling the WM8731 
can realize A/D and D/A conversion. A/D conversion is mainly applied to the sample 
signal acquisition, and D/ A conversion is mainly applied to replay breath sounds 
through loudspeaker. WM8731 makes configuration through the I2C bus [5-7]. The 
working frequency of I2C cannot be set too high. If the working frequency is set too 
high, WM8731 is too late to response after it receives the data, then cannot judge 
the ACK correctly. So, I2C bus clock is set to 20 KHz by frequency division of 50 MHz 
system clock.

The system uses the SD card to storage breath sounds data and analysis results. 
The NIOS II system is added to PIO control port and data port of operating the SD card.

The NIOS II system is added to the control port of operating LED and key-press. 
The main function of LED is real-time displaying of input audio signal energy. The 
main function of key-press is to realize the human-computer interaction function by 
manipulating.

In QSYS platform, we add PIO port what driving graphic dot matrix LCD, and write 
underlying device driver of LCD, and write API function as help module. According to 
the prompt of the menu interface, the system inputs breath sounds, recording the 
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breath frequency and displaying the breath frequency, then displaying recognition 
results after completing the system processing.

3  Breath sounds detection algorithm

Through short-time energy and short-time zero-crossing rate, and short-term 
autocorrelation analysis, the system determines the start-stop of breath sounds digital 
signal, then to realize the endpoint detection. Using digital filter and FFT transform 
and linear prediction analysis technology to extract characteristic parameters of the 
breath sounds signal, then combining medical principle, synthetically matching 
by the DTW (dynamic time warping) algorithm [9], to realize the breathing sound 
detection and recognition. The algorithm flow chart is shown in Figure 6.

Figure 6. System algorithm flow chart

3.1  Pretreatment

Pretreatment including preemphasis, framing, adding window and etc.
First we enter into preemphasis to the original breath sounds signal, the purpose 

is to enhance the high frequency component of the signal. Usually by a transfer 
function H(Z) = 1 – αZ-1  to filter, among them, 0.9 < α < 1.0 for preemphasis coefficient, 
it always be 0.95, 0.97, 0.98, we take 0.95.

Assuming that sampling value of breath sounds is x (n) in the n time, then after 
dealing with the pre-emphasis, as in
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y(n) = x(n) – ax(n–1)  (0.9<α<1) (1)

Breath sounds signal has the characteristics of short time smooth and long time 
period, through framing operation, it can improve the short-term features, so as to 
facilitate the establishment of the model. General, frame length is set to 20 ms, at this 
time, frame shift is set to 10 ms.

Then each frame signal is multiplied by using Hamming window, in order to 
reduce discontinuous signal in the frame start and t the frame end, the Hamming 
window function is here
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Where N is the sampling number of current data frame.

3.2  Parameter Extraction in Time Domain

3.2.1  Short-time energy and short-time amplitude
After the body spread, the waveform of breath sounds signal is similar to voice signal 
waveform, its energy change is also very obvious in short period. After framing and 
adding window, the nth frame breath sounds signal is Xn (m), its short-time energy 
is set to En, as in
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En is a function of the variable quantity on voice signal amplitude value, but it is very 
sensitive to high level, because it is used to the square of the signal in computing. 
For this, using the short-time average amplitude function Mn describes the variable 
quantity, it is defined as 
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Through the short-time energy and short-time average amplitude function, we can get 
the change of strength that is similar to auditory sense, to obtain the part of breath 
sounds signal parameters. By the analysis, signal energy is affected by airflow speed 
and ventilation volume. Through literature, found that the strength mainly were 
positively correlated to the airflow speed square and local ventilation volume.

3.2.2  Short-time zero-crossing rate
By the analysis of breath sounds signal, found that some breath sounds, such as 
vesicular sound, while energy is lower, but its zero-crossing rate is higher. So zero-
crossing rate have also been used as one of analysis parameters, which also reflects 
the spectrum composition in some way. Zero-crossing rate Zn of the signal Xn(m) is 
defined as
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Where sgn[] is symbol function, namely
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3.2.3  Short-time autocorrelation function 
Short-time autocorrelation analysis is a kind of commonly analysis methods on the 
time domain waveform, it can be used to obtain cycle value of periodic sequence, etc. 
Breath sounds signal is similar to the periodic voice signal, so its analysis in short- time 
autocorrelation function is applied, at the same time, the short-time autocorrelation 
algorithm is also one of operation in extracting the linear prediction coefficients. 

Near the Nth sample point, intercepting a signal with short-time window, the 
result of doing autocorrelation calculation is short-time autocorrelation function, as 
in
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Where n said that window function begins to join from the nth point.

3.2.4  Linear prediction coefficient 
This method based on linear prediction theory is a kind of very effective audio signal 
analysis method, also is a kind of feature parameter extraction technology widely. It is 
because a established model is correspond to man’s vocal tract model, and the model 
has high computing precision and speed. 

The analysis of linear prediction (LPC) is that linear combination of the past 
output signal value estimate the upcoming output value for a given discrete linear 
system. For the solution of the LPC prediction coefficients, we can adopt the Durbin 
algorithm to recursive computation.

3.3  Parameter Extraction in Frequency Domain 

In a broad sense, the frequency domain analysis of breath sounds signal include 
signal spectrum, power spectrum, spectral envelope analysis, etc., and the common 
methods of frequency analysis have band-pass filter group, Fourier transform, linear 
prediction and so on. Because breath sounds having the same as the audio signal is 
a nonstationary process [2], so signal spectrum analysis of breath sounds cannot be 
used by direct Fourier transform, and should be used by short- time Fourier transform 
(STFT), the corresponding spectrum is called a “short-time spectrum”. From the 
point of power spectrum, a variety of breath sounds energy distribution has obvious 
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difference, for example, high frequency component of asthma sound and rale sound 
is richer than alveolar sound’s.

3.3.1  Short-time spectrum 
The short-term spectrum of breath sounds can be obtained by using short- time 
Fourier transform. After adding window processing on breath sounds signal, the 
resulting nth frame signal Xn(m) is used to DTFT, as in
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Usually, in frequency domain analysis, to choose hamming window is more suitable 
than rectangular window. In the actual signal processing, the discrete Fourier 
transform Xn(k) instead of Xn(ejω), and can be done with fast Fourier transform 
(FFT). In general, the calculation of FFT can complete the corresponding algorithm 
by computer software, this way can only realize the real time operation. In order to 
complete the real time operation, it can use digital signal processing chip or special 
FFT chips, then, the SOPC platform is easier to do at this point. 

3.3.2  Short-time power spectrum 
Short- time power spectrum of breath sounds can be directly obtained by short-time 
Fourier transform, its formula is
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3.4  Breath Sounds Recognition 

DTW algorithm is that a global optimization problem is converted into a local 
optimization algorithm, and being a nonlinear warping technique that combining 
time warping and distance measure to calculate. Ensure that under a certain path 
to limit the algorithm can find the best matching module. The waveform on N axis is 
template waveform, the waveform on M axis is collected waveform. Because there is 
a length difference between the collected breath sounds and breath sounds template 
identified on the time domain, then, the waveforms on M and N axis need to vector 
quantization. Using the DTW (dynamic time warping) algorithm, insert or delete 
syllable, and template matching, to get the distance measure between this syllable 
and the system the template, so as to determine its type. DTW algorithm diagram as 
shown in Figure 7.
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Figure 7. DTW algorithm

For recognition of different breath sounds, choose different parameter combination 
for vector quantization, it can further improve the recognition effect. 

4  System experimental analysis

3 KHz sine signal is as a test, the signal spectrum is shown in Figure  8. Normal 
breathing sounds is alveolar sound, and its frequency is focused on the 20 Hz ~ 
100Hz, as shown in Figure 9. Sick big wet rale sound is on 100Hz ~ 200 Hz frequency, 
as shown in Figure 10. Sick pleural rub sound is on 400Hz ~ 600 Hz frequency, there 
were 2 KHz high frequency components, as shown in Figure 11.

 

Figure 8. 3 KHz sine 
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Figure 9. Alveolar sound

Figure 10. Big wet rale sound

Figure 11. Pleural rub sound
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Other breath sounds recognition results such as Table 1.

Table 1. Contrast table of 5 kinds of breath sounds recognition 

breath sounds accuracy of breathing frequency detection rate of identification

alveolar sound 98% 92%
pleural rub sound 90% 90%
big wet rale sound 92% 85%
medium wet rale sound 90% 75%
snoring sound 80% 85%

5  Conclusion

This paper shows a breathing sounds detection system using SOPC platform 
design. With the front-end acquisition circuit and output devices, the system design 
completely gets implementation in a FPGA. It has the advantage of miniaturization, 
lower power consumption and increasing stability. The small breathing sound 
detection and analysis system, which helps doctors to identify a variety of breath 
sounds quickly and accurately, as well as some fuzzy sounds that the human ear is 
difficult to distinguish, can help to improve the diagnostic accuracy.
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Bao Kai ZHANG, Chun Hua TAN*
A Novel Fiber-optic Sensor for the Determination of 
Melting Point of Solids
Abstract: A novel, rapid and automatic computer-controlled equipment based on the 
two-channel fiber optic refractive index sensor for determining the melting point of 
minute quantities of solid substances is described. The technique uses two optical 
fiber heads as serve sample holder and temperature sensor, respectively. Principle 
of the method is that there is a linear relationship between the temperature and the 
refractive index of the simethicone. The refractive index-time curve was recorded by 
the sensor, and the abrupt change point of the curve indicated liquidus and solidus 
transition. Combined of the two curves of the refractive index and the refractive 
index-time of simethicone, the melting point can be calculated easily. The results 
obtained with this new method showed good agreement with the results acquired 
from other methods, with relative standard deviations (RSDs) less than 2%. The 
automatic method based on fiber optic sensing has the following advantages: clever 
design, easy operation, good repeatability, accurate result, implying its potential for 
industrial application. 

Keywords: Simethicone; Melting point; Refractive index sensor; Fiber optic

1  Introduction

The melting point is the most fundamental parameter influencing the properties and 
behaviors of materials, and it also plays a vital role in technical applications. Therefore, 
it is important to have a simple, accurate and rapid method for the determination 
of the melting point. In the past decades, many methods have been developed to 
determine the melting point [1,2], visual observation is used to determine the melting 
point, but its large errors are inevitable, the use of the optical instrument can make 
its results more accurate [3,4]. The capillary-tube methods by means of a thermometer 
immersed in the melt sample is usually used, but it is a tedious work, and the results 
of different observers, using the same apparatus and the same specimen, may suffer 
a large errors. Differential thermal analysis (DTA), differential scanning calorimetry 
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(DSC) [5-9], derivative thermogravimetry(DTG) [10], noise thermometry [11,12] were 
also applied to determine the melting point. Thermal analysis methods are rapid 
but less accurate [13], because they are subject to systematic errors coming from the 
small sample volumes [14]. Noise thermometry, which the mean square of the noise 
voltage developed in a resistor is proportional to T, can be variously applied at both 
high and low temperatures, and the temperature of this melting point depends on the 
surrounding atmosphere and its uncertainties are relatively high. A few new optical 
methods such as laser ultrasonic [15], step-shift method [16], and absolute spectral 
radiometric [17,18], infrared thermal camera technology [19], high-field electron 
paramagnetic resonance spectroscopy [20] are proposed for the determination of the 
melting point. Laser ultrasonic has a advantage of non-contact samples, the step-shift 
method can be determined by direct observation, the measurements of the absolute 
spectral radiometric are absolute. However, expensive equipments, complicated 
procedures and high-qualified staff limit their applicability for serial measurements. 
As a result, the determination of the exact melting point of a substance is a matter of 
some little difficulty and trouble.

An urgent need to find a method for determining melting-points of minute 
quantities of solid substances which is rapid and accurate, capable of giving strictly 
comparable and reproducible results, and potential for application by a relatively 
unskilled operator. Unfortunately, at present, no existing method can satisfy all 
above-mentioned criteria.

The objective of our work is to research a novel method for determining the 
melting points with lower price, easy to operation, precise and suitable to unskilled 
operator. What is more, the technique can be applied in industry.

In this paper, we present a novel and automatic method to determine the melting 
point of substances based on fiber optic refractive index sensing to detect the solid/
liquid transition. One of two fiber optic heads holds minute quantities of solid sample, 
little simethicone is coated to another optic fiber head as a temperature sensor. 
Theory analyses and the experimental setup of the method are introduced in detail. 
With our method, melting point values of three kinds of substances were determined 
and compared with the results from other methods.

2  Principle of operation

In this paper, the temperature was measured using a fiber sensor based on a two-
channel Fresnel reflection technique. The measurement principle of the sensor can 
be found in the literature [21]. Figure 1 is the set-up diagram. 

The fiber head A is the reference arm, which is exposed to the air environment, 
used to eliminate the influence of light source fluctuation. In addition, the undesirable 
effects or the errors coming from the different losses of fibers and couplers and 
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environment temperature can be also decreased. There is a calibration process to get 
the constant K before formal test.

In this paper, the refractive index of air is 1.0003. The effective index nf of the fiber 
mode nf is 1.44961 at λ = 1550 nm.

3  Materials and Methods

3.1  Apparatus

Figure 1 shows the general arrangement of the apparatus. A schematic diagram of the 
electric heating chamber is also shown in Figure 1. The home-built heating chamber 
is made of copper, 10cm in high, 2cm in diameter, round the cylindrical surface is 
the heating coil inside asbestos. The heating current which pass through the heating 
coil is under micro-transformer control. The heating chamber is supported on a iron 
stand, the optic fiber heads pointing upwards are inserted into the chamber and 
heated in air.

Figure 1. Schematic diagram of the melting point determining system.

Two Lightcomm OPM2012AA optical power meters connected to the computer via the 
RS-232C port is used for monitoring and collecting the reflective intensity-time (R-t) 
data. The appratus is controlled by a MS Windows computer and home-built software 
written in C++, the signals are collected data in fixed intervals (can be adjusted), 
corresponding refractive indices are calculated and saved it as the excel format for 
further processing.
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3.2  Materials

Simethicone and other samples were used for experiments and supplied by tianjin 
kemiou chemical reagent Ltd (China). All other analytical reagent grade chemicals 
and distilled water were used.

3.3  Methods

To carry out a determination, a minute quantity of the finely powdered solid, which 
was spread in the head A as thin as possible, the head B was coated a thin layer of 
simethicone. Then, the two heads located in the center of the chamber was heated 
in air atmosphere to the appropriate temperature by means of the heating coil at the 
rate of approximately 5~10°C per minute, the rise of temperature of the system may 
be easily regulated by applied voltage. The system was ensured a gradual and regular 
rise of temperature all the time. When the system approached certain temperature 
(approximately 5°C below the melting point, acquired by preliminary experiments), 
the heating rate was reduced to about 1°C per minute. 

In order to obtain the relationship between the refractive index and temperature, 
the refractive indices of simethicone corresponding to a series of known temperatures 
were determined firstly, and a calibration curve can be obtained. A linear equation 
relating temperature and refractive index can be established. The temperature 
corresponding to a given refractive index was then calculated by aid of the equation. 

At the melting-point, the molten substance spreaded the head A, the head 
A-molten substance interface was replaced by the head A –air interface, the light 
intensity reflected at the head A-molten substance interface occurred a sudden 
change, causing a abrupt change in the refractive index-time curve, the temperature 
corresponding to the refractive index of the abrupt point indicated the melting point.

4  Results and Discussion

Before the determination of the melting point, the refractive indices of simethicone 
versus temperature were measured, the results are shown in Figure 2. The straight 
line is the linear fit to measured data. It can be seen that the linear fit is in very good 
agreement with the experimental data. 

It will be noticed that the relationship between the refractive index of simethicone 
and the temperature is a straight line, and for the fitting equation: n=1.34448–
T×1.87881E-4, where n is the refractive index and T is the temperature. By the help 
of the equation, the apparatus is once set up, the melting-points of the sample may 
be readily obtained by simply measuring the refractive index of simethicone, the 
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inflection point of the refractive index-time indicates the temperature at which the 
sample begins to dissolve. 

The measurement of the melting points were carried out for three kinds of 
samples (with different melting point) and the curve of refractive index vs time of 
diphenylamine is shown in Figure 3. The curve having two inflexion points and three 
line segments can be observed. The melting point is found by the first intersection 
of the two lines. The first segment corresponds to the curve of refractive index vs 
temperature of simethicone, the second rapid descending branch refers to the 
melting of solids. Combined with Figure 2, the temperatures can be determined from 
the refractive index of the first intersection. It can be seen from Figure 3, the observed 
transition is quite clear.

Figure 2. Plot of change in reflective index n of simethicone as a function of change in temperature T, 
fitted with a linear function. The fitted equation and R2s of fit are indicated.

Figure 3. Under the experimental conditions, plot of change in reflective index n of diphenylamine as 
a function of change in time.
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The results obtained for diphenylamine, paraffin, benzil are given in the following 
Table 1.

Table 1. Melting points T for the investigated substances compared with their literature values

Materials aThis work bLiterature

Diphenylamine 53.42οC±1.3% 53.00οC [21]

Paraffin 52.28οC±1.5% 52.52οC [capillary-tube method]

Benzil 93.75C±1.9% 94.40οC [22]
aAll values are the means of seven determinations ± relative standard deviation
bThe mean of three determination, by standard capillary tube method, the heating rate of the bath 
was 1οC/min at the beginning, when approaching the melting point, the rate reduced to 0.5οC/min 
until the sample began to melt.

Seven determinations of the melting-point of each substance were made, and the 
values recorded above represent the mean of these results.

A comparison with literature data suggests a satisfactory overall performance of 
this fiber-optic sensing technique. The agreement between the values determined by 
this technique and these measurements, such as DSC, DTG, and capillary-tube method 
is rather good and demonstrates that the melting point can be easily determined in a 
wide range of samples for solids.

Conventional melting point analyses should be avoided those methods, which 
subject to large error, complex, tedious, expesive. Classical methods, such as thermal 
analysis, are accurate, but prone to system error coming from a little sample volume, 
spectral methods involves expensive equipment and professional operators, their 
applications have been limited. In this report, we describe a method that is fast and 
easy to use, testing requires only a small amount of sample and the melting can be 
obtained easily. The method is useful for labor and time savings to yield reliable 
results of the melting points.

In this paper, it was found from Table 1 that the relative standard deviations of 
the melting point of the three samples were never more than 2%, which shows that 
good reproducibility can be obtained and the performance of this technique is very 
stable, the reason is that the reference signal received by reference head A can be 
used to eliminate the influence of light source fluctuation, the undesirable effects 
can be also decreased. Thus, in this paper, long term stability can be effectively 
guaranteed. 
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5  Conclusion

A new automatic computer-controlled device for convenient and accurate 
determination of melting points is described. Its reliability evaluated by comparison 
with other methods. 

Some advantages of the fiber optic sensing technique can be identified.
 – The great advantage of the method is the automatic determination and the 

melting point can be obtained easily.
 – A thermometer is not required. 
 – Unskilled observers can obtain results with a small error.
 – Air bath instead of liquid bath and stir is cancelled.
 – The two optic fiber heads being touched by the sample and the simethicone 

respectively, and the temperature of the sample is certain to be of exactly the 
same as the simethicone’s. So the Results are close to the actual melting point.

One apparent limitation of the technique is that the melting range cannot be obtained.
The experimental results illustrate that this approach is capable of providing 

melting point measurements that are in good agreement with the data from other 
methods. 

This paper shows the high potential of the technique to study liquidus and solidus 
transition, and it opens a new way to determining the melting points in industrial 
application.
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Method for Measuring Internal Liquid Level of Sealed 
Metal Container by Ultrasonic
Abstract: The liquid level measurement method considers only the echoes energy 
inside the metal wall detected directly. By analyzing the sound field distribution and 
the characteristics of the round piston transducer in the metal wall, we proposed the 
concept of “energy circle” and calculated the two critical positions automatically. 
Finally, we achieved the accurate calibration of the inner liquid level from the outside 
of the sealed metal container.

Keywords: liquid level measurement; sealed; metal; ultrasonic

1  Introduction

The accurate measurement of liquid level in the sealed metal container is an 
important guarantee for the realization of the production process detection and real-
time control [1]. Especially in aviation, petroleum and chemical industry and other 
special areas of production, the liquid in metal sealed container mostly are volatile, 
flammable, explosive, corrosive mixtures. At present, there are several kinds of 
ultrasonic measurement methods have been widely used, but all of them have some 
deficiency more or less which affect the precision of liquid level measurement.

First, in the ultrasonic penetrative method [2,3], sound waves must penetrate 
the liquid medium and is easily affected by internal impurities and bubbles in liquid 
which will lead to more errors. In addition, if the measured liquid medium is poor 
transmittance or the diameter of container is larger, then the echoes signal may be 
very weak or undetectable. It will lead to a very small difference in strength of the 
echoes signal in different cases which is not easy to distinguish, and ultimately will 
make the determination of the liquid level become difficult.
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Second, the ultrasonic measurement methods which have been proposed in 
recent years are more advanced and accurate, but the equipment for determining the 
liquid level are increasingly complex and expensive [4-6].

Therefore, in this paper, we will avoid the deficiencies and research how to easily 
resolve and simply improve the measuring method of the liquid level in sealed metal 
container. 

2  Theory

According to the knowledge of ultrasound [7-9], the length of the near field N and the 
diffusion angle θ are given by Eq. (1) and Eq. (2) respectively [10].
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Normally, the geometry size is much larger than the wave length for the plane round 
piston transducer. Its beam shape comprises two different regions in the medium [11], 
which are near-field and far-field region or called cylindrical and diverging region 
shown as Figure 1. 

Figure 1. Beam shape and the acoustic characteristics of the plane round piston transducer 

Furthermore, since the sound intensity is proportional to the square of amplitude, 
the sound intensity along the central axis has the same distribution characteristics.

The wall of metal container is regarded approximately as semi-infinite isotropic 
solid medium, and the ultrasonic propagation complies with the laws of reflection 
and refraction of sound waves [8]. The reflection coefficient R is given by the Eq. (3).
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Where: ρ is the medium density, c is the speed of sound in the medium, θi is the 
incidence angle, θt is the transmission angle.

Assuming the thickness of the wall is L, the detector is a round piston transducer 
which has the function of receiving and transmitting, its center frequency is f and 
the radius is a, perpendicular to the outer surface of the wall of the metal container, 
the transducer is excited to transmit a ultrasonic beam into the wall which will be 
projected onto the inner surface of the wall and will form a circular area in which the 
energy is concentrated relatively.

In this paper, we called the projected circular area as “energy circle”. Assuming 
the “energy circle” diameter is h and according to Eq. (2), the value of h is given by 
Eq. (4). 
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In the actual detecting process, when the detection transducer moved from bottom to 
top along the outer surface of the metal container wall, the “energy circle” will locate 
in three different states. 

Assuming that the attenuation coefficient of ultrasonic wave in the metal 
container wall is P0, the incident sound pressure in an excitation period is, the 
acoustic impedance of the metal container wall is Zm = ρmcm, the acoustic impedance 
of gaseous medium is Zg = ρgcg, the acoustic impedance of liquid medium is Z1 = ρ1c1.

It is assumed that the energy of the reflection has been decayed to a very small 
amount after n times in the metal wall.

When the “energy circle” below the interface of the liquid level, the total energy  
Ptl received by the receiving transducer is given by Eq. (5):
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In the same way, when the “energy circle” above the interface of the liquid level, the 
total energy Ptg received by the receiving transducer is given by Eq. (6):
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When the “energy circle” is divided into two parts by the liquid level shown as 
Figure 2, In this state, the calculation of the “energy circle” will be the superposition 
of two states:  
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In the Eq. (7), if the Δh are critical value 0 or 1, the Eq. (7) will become to the Eq. (5) 
and Eq. (6) respectively.

Therefore, with the increasing of the Δh from 0 to h, the “energy circle” is 
moved from the state below the liquid level to the state above the liquid level. In 
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this process, and the total energy Pt received by the receiving transducer is linear 
with the ratio Δh.

For a given testing environment and the transducer locates a fixed position, the 
values of the Pt are constant. Therefore, we can find the two critical height of hd

 and  
hu corresponding to the two critical states, the actual liquid level h1 will be given by 
the Eq. (8).
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Figure 2. The “energy circle” is divided into two parts by the liquid level

3  Experimental

In the experiments, we use a sealed metal container for homogeneous aluminum alloy, 
the length, the width and the height of which are designed respectively for 500mm, 
300mm, 400mm, the wall thickness of the four side plates of which are respectively 
50mm, 40mm, 25mm, 8mm, the bottom and the cover thickness of which are 150mm, 
the liquid medium and the gaseous medium in which are water and air.

Considering the propagation characteristics of the ultrasonic in the metal container 
wall, we selected two kinds of round piston transducers whose center frequency f 
are 1MHz and whose diameters are 10mm and 20mm respectively. Excitation voltage 
used in the experiment u is 225V, the repetition frequency of excitation pulse is, the 
repetition period is.
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According to the analysis in the second section, we measured the position of the 
liquid level under the conditions of different thickness of the metal wall, and take 
L=50mm as an example.

The echoes signals shown in Figure 3 are the two states that the “energy circle” 
are above and below the liquid level respectively within a transmission period 0.01s.

Figure 3. The echoes signals in the metal wall as the thickness L=50mm, (a) the energy circle is 
above the liquid level, (b) the energy circle is below the liquid level 

In addition, in Figure 3b, the signals in the dashed blue box are the echoes signals 
that the transmitting ultrasonic beam passing through a gas or a liquid medium 
was reflected by the opposite inner surface of the metal container wall, which is not 
adapted in this contribution.

From Figure 3a and 3b, we can see that the echoes signals in the metal wall 
measured disappeared about after the time of s when the “energy circle” is below the 
liquid level; and after the time about s, the echoes signals in the metal wall measured 
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also disappeared when the “energy circle” is above the liquid level. About s later, 
the signals penetrating the gaseous or liquid medium were reflected back from the 
opposite wall of the metal container.

In Figure 3, the time section from 0.000008s to 0.0003s could be used as effective 
regional to calculate echoes energy. Based on the detection environment and 
conditions, there are,,,,. 

In Figure  4, the vertical axis represents the energy received by the receiving 
transducer, the horizontal axis shows the radius of “energy circle”, and it can be 
seen that the change of the energy is consistent with the change law of the theoretical 
analysis in section 2.2. Table 1 shows the actual measurement results under different 
wall thickness.

Figure 4. The change law of the actual total energy received by the receiving transducer under the 
50mm thickness of the metal container wall.



 Method for Measuring Internal Liquid Level of Sealed Metal Container by Ultrasonic   119

From the experimental data in Table 1 it can be seen that the bigger the diameter of the 
transducer, the more concentrated the ultrasonic beam, the smaller the divergence 
angle, the longer the near-field length, the smaller the interval between two critical 
positions, high sensitivity and lower resolution; the smaller the diameter of the 
transducer, the more scattered the ultrasonic beam, the greater the divergence angle, 
the smaller the length of the near-field, the larger the interval between two critical 
positions, low sensitivity and high resolution.

Table 1. The results of measurements (mm) 

L 2a actual hd hu hl 

8 10 150 141.11 161.32 151.215

25 10 150 121.43 181.33 151.38

40 10 150 103.27 199.98 151.625

50 10 150 90.81 213.3 152.055

8 20 150 141.63 160.51 151.07

25 20 150 135.69 166.795 151.2425

40 20 150 131.21 172.04 151.625

50 20 150 127.795 176.53 152.1625

4  Discussion and conclusion 

The selection of initial conditions in the experiment of the third section, such as the 
center frequency and the radius of the detection transducer and the voltage of the 
excitation pulse, needs according to the actual testing environment, the material 
of metal container and the physical characteristics of the medium measured in the 
container, considering the discussion of ultrasonic sound field in the first section, 
and programming to achieve the automatic optimization of parameters selected to 
avoid using the experimental value directly. It will be more conducive to simplify the 
detection process and improve the measuring accuracy.
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Mei-ju ZHANG, Xin LI

Design of Silicon-on-Sapphire Pressure Sensor For 
High Temperature And High Pressure Applications
Abstract: In this paper, a design scheme of high pressure and high temperature 
piezoresistive pressure sensor is presented. In order to meet the design requirements, 
SOS(silicon on sapphire) technology and circular flat diaphragm structure are adopted. 
Through theoretical analysis, the geometric dimensions of the diaphragm and the 
position of the piezoresistors on the SOS wafer are optimized for high sensitivity and 
linearity. A circle flat diaphragm with a radius of 2.5mm and a thickness of 0.8mm is 
designed, which enables the sensor to operate in high pressure condition (such as 28 
MPa). The design is verified by the FEM (finite element method), and the simulation 
results are consistent with the theoretical results. It is also proved that the design of 
circular diaphragm has higher sensitivity compared to the square and rectangular 
diaphragm. With the advantages of high temperature resistance, wide operation 
range, high sensitivity and good linearity, the design ought to be an ideal candidate 
for high temperature and high pressure sensing in real application.

Keywords: pressure sensor; silicon-on-sapphire; circular flat diaphragm

1  Introduction 

Pressure sensor is one of the most commonly used sensors in industrial field, which 
plays an important role in process controls, petrochemical and other industries [1]. 
With the development of measurement technique, high pressure and high temperature 
pressure sensor for measurements in harsh environments has become a hot research 
topic [2]. Due to the influence of temperature, it is very strict in material selection and 
structure design to ensure good sensitivity and linearity. Nowadays the commonly 
used pressure sensors include strain gauge, capacitance transducer, optical fiber 
grating sensor, piezoelectric transducer, and piezoresistive sensor, etc., among which 
the piezoresistive sensor is the maturest in application [3]. Piezoresistive pressure 
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sensor generally utilizes the periphery fixed circular flat diaphragm or square 
flat diaphragm [4]. In order to overcome the influence of high temperature, the 
diaphragm material includes polysilicon, sapphire, SiC, diamond, etc. [5].

Through the selection of different materials and diaphragm structures, some 
research institutions have put forward designs of piezoresistive pressure sensors. 
Zhe Niu et al. [3] adopted rectangular membrane and thick film structure and 
designed a SOI(silicon-on-insulator) pressure sensor with an operation range 
of 0~150MPa. The fabricated sensor achieved a favorable linearity of 0.13% and 
a high sensitivity of 1.1126mV/MPa. S. Santosh Kumar et al. [6] evaluated the 
sensitivity and non-linearity of polysilicon piezoresistive pressure sensors with 
different diaphragm sizes. Experimental results indicated that the sensor with a 
diaphragm edge length of 1,280μm was found to have optimum characteristics, 
and sensitivity of 3.35–3.73 mV/Bar and non-linearity of <0.3 % were obtained in 
the pressure range of 0–30 Bar.

After analyzing the advantages and disadvantages of various materials and 
diaphragm structures, this paper designs a high pressure and high temperature 
SOS pressure sensor based on circular flat diaphragm structure. In order to 
achieve high linearity and sensitivity, while obeying the rules of allowable stress, 
the optimal design of diaphragm size and position of the resistors is made through 
theoretical analysis and verified by finite element simulation software. Compared 
with the conventional piezoresistive pressure sensor, this design has the 
advantages of high temperature resistance, wide operation range, high sensitivity 
and good linearity.

2  Analysis and Design

Since the p-n junction which isolates the piezoresistor and substrate is easy to get 
damaged at high temperature, traditional diffused silicon piezoresistive pressure 
sensors fail to work at a high temperature above 100 °C. The SOS structure is a 
monocrystalline silicon film (0.1-0.5μm) grown on single-crystal sapphire (Al2O3) 
by heteroepitaxy technology. The evident advantage of SOS usage is a significant 
extension of the operating temperature range due to the absence of a p-n junction. 
This design enables the sensor to operate in a wide temperature range (from -272 
to +350°C), as well as bringing a lot of advantages such as high precision, wide 
measuring range, small hysteresis, corrosion resistance, etc.

Figure 1 is a schematic of SOS pressure sensor. The design includes a bilayered 
elastic element made from a titanium-alloy diaphragm and a SOS sensing element. 
The pressure applied to the sensor causes a deformation of the bilayered elastic 
element, which leads to the changes of silicon piezoresistors in the Wheatstone 
bridge. The bridge circuit outputs a voltage signal proportional to the pressure, 
thus realizing the measurement of pressure.
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Figure 1. Schematic of SOS pressure sensor.

The sensing element of the sensor is the bilayered elastic element, in which the 
titanium-alloy diaphragm plays the main role. Figure  2 shows the schematic of an 
edge-clamped circular flat diaphragm with a radius of R0 and a thickness of H.

p

R0

H

Figure 2. Schematic of an edge-clamped circular flat diaphragm.

When the diaphragm is deformed under the pressure of p, the upper surface of the 
diaphragm will be subjected to stress. The maximum stress lies at the edge of the 
diaphragm:

( )
2
0

max 0 2

3
4r
pR

R
H

σ σ= = −   (1)

Where σmax is the maximum stress on the diaphragm, and σr(R0) represents the stress 
at the edge of the diaphragm. To improve the sensitivity of the sensor, it is appropriate 
to increase the value of σmax. But there will be a nonlinear relationship between the 
measured pressure and the strain of diagram when the value of σmax increase to a 
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certain extent. According to the mechanical properties, following rule should be 
obeyed to ensure the stability of the sensor:

S max bK σ σ≤   (2)

Where KS is the safety factor, and σb represents the allowable stress for the 
material. Take the safety factor of 1.7, the allowable stress of 441MPa and the maximum 
pressure of 28MPa into calculation, boundary relationship between R0 and H must fit:

max

3.515R
H

  = 
 

  (3) 

The R is designed as 2.5mm to meet the design requirements of the sensor. According 
to the formula, the minimum value of H is 0.711mm. So, 0.8mm is selected as the 
thickness of the diaphragm. The design ensures the stability of the diaphragm, as 
well as good sensitivity and linearity. 

In order to convert the pressure signal into a voltage signal, four piezoresistors are 
fabricated on the SOS wafer by bulk-micromachining technology. During the design 
of the resistors, some rules must be obeyed as follows:
(a) The initial resistances should be equal;
(b)  When pressure is applied, two resistors should have an increase in resistance, 

while the other two are the opposite. It is a necessary condition for the composition 
of Wheatstone bridge;

(c)  The change value of the four resistors must be equal and as large as possible, 
which will ensure a good sensitivity and linearity.

Implanting resistors at the edge of the diaphragm (r=R0) is proved to get the 
largest stress, which will also result in the largest change value of resistors. Taking 
into account the size of the resistor, the design of r=2.3mm is made. For the (100) 
P-type silicon, it has the largest piezoresistive coefficient along the crystal direction 
<011>. Besides, longitudinal piezoresistive coefficient is opposite to the transverse 
piezoresistive coefficient in this direction (πa=-πn=1/2π44). Thus, the position of the 
resistors can be set in accordance with the method in Figure 3.

R1

R2

R3

R4

<011>

R0

r

Figure 3. The distribution of piezoresistors.
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When pressure is applied, R1 and R3 increase, while R2 and R4 decrease. According to 
the piezoresistive effect, all of them have the same rate of change:

 
( )44

1
4 r

R
R θπ σ σ∆

= −
 (4)

Where π44 is the shear piezoresistive coefficient. σr and σθ represent the radial stress 
and tangential stress. The Wheatstone bridge circuit is shown in Figure 4. The output 
of the bridge is

out in
RU U

R
∆

=   (5)

Uout  

R2 R3

R4R1

＋

－

 Uin   
＋ －

Figure 4. Wheatstone bridge circuit.

The input pressure signal is finally converted into output voltage signal. The design 
can get a high sensitivity as well as ensure a good linear relationship between 
the measured pressure and output voltage. However, due to the thickness of the 
diaphragm and other reasons, the stress condition of the diaphragm is different 
from the theoretical value. In order to guarantee the feasibility of the design, a 
series of analyses based on the finite element method (FEM) are made in Section 3.

3  FEM Analysis

Based on the ANSYS, a circular flat diaphragm with 5mm diameter and 0.8mm 
thickness is created. The elastic modulus of titanium-alloy is 108GPa, and the poisson 
ratio is 0.33. A fixed boundary condition is applied surrounding the diaphragm, and 
the pressure applied to the lower surface is set as 28 MPa. A path is made across upper 
surface to find out the relationship between the stress and the distance. Figure 5 is the 
simulation result of the von-Mises stress distribution for the diaphragm. From Figure 5, 
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conclusion can be drawn that the stress on the upper surface of the diaphragm only 
varies with the distance from the position to the center. 

Figure 5. Von-Mises stress distribution.

Figure 6 shows the von-Mises stress along the path. It indicates that the maximum 
stress lies at the edge of the diaphragm, which is consistent with the theoretical 
result. The design to arrange resistors at the edge of the diaphragm will result in a 
highest sensitivity. 

Figure 6. Von-Mises stress along the path.
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Figure 7 shows the simulation results of deflections of the diaphragm under various 
pressures. In the figure, square flat diaphragm (4.43×4.43×0.8 mm), rectangular flat 
diaphragm (6.26×3.13×0.8mm) and circular flat diaphragm (R0=2.5mm,H=0.8mm) 
are compared. The size is decided based on keeping equal area and thickness for the 
three diaphragm. It can be seen from Figure 7 that the circular flat diaphragm has the 
largest deflection, which means it achieves the highest sensitivity. The results also 
demonstrate that the linearity is very good for this design.
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Figure 7. Deflections of the diaphragm under various pressures.

4  Conclusion

This article proposes a design method for SOS pressure sensor working in high 
pressure and high temperature environment. The work focuses on the optimal design 
of geometric dimensions of the diaphragm and positions of the piezoresistors. In order 
to achieve high sensitivity and linearity, silicon on sapphire technology and circular 
flat diaphragm structure are adopted, and optimal design is made by analysing the 
stress distribution. The design is verified by the finite element method, and the results 
prove it to be fully feasible. With the advantages of high temperature resistance, wide 
operation range, high sensitivity and good linearity, the design ought to have a wide 
range of applications.
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Lang-shu LI*, Hong-zhuan QIU, Hua SONG, Chun-ling WEI
The Federated Filtering Algorithm based on the 
Asynchronous Multisensor System
Abstract: This paper is concerned about the asynchronous multisensor dynamic 
system and an asynchronous fusion algorithm is proposed, which is depended on the 
federated Kalman filter. Each sub filter is updated on the rate that is associated with 
the local sensors. Then outputs of sub filters are propagated to the next fusion time. 
These propagated values are to be combined with the time update value of the main 
filter and the fusion results are fed back to each sub filter. This algorithm effectively 
solves the problem that sub filters may not able to provide data to be fused at the fusion 
time for the asynchronous sensor system. The detailed process of the new algorithm is 
introduced. The simulation results for the satellite autonomous navigation system is 
given to demonstrate its validity. 

Keywords: asynchronous fusion algorithm; autonomous navigation for satellite; 
navigation sensor

1  Introduction

Data fusion is a new technology in the information science field. It uses multiple 
information sources or multiple sensors to get, process and synthesize information. 
The purpose is to get more accurate and more complete estimation and judgement 
[1,2]. With the development of modern science and technology, the structure of 
various devices is more and more complex and it’s common to use devices which 
have different sampling time and different sampling period. In particular, many 
navigation sensors work asynchronously because of their operation mode, range of 
action, inherent delay and system transmission delay.

Most researches about the multi sensor information fusion aim at the synchronous 
situation. But considering that many devices work asynchronously, it’s necessary to 
research asynchronous information fusion algorithm. Alouani and Rice proposed a 
suboptimal asynchronous fusion algorithm in paper [3] based on the linear minimum 
mean square error. But this algorithm artificially rewrites the measurements and leads 
the noises in the new system to be correlated. Aiming at the shortcoming, in paper [4] 
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Wang Jie proposed an asynchronous fusion algorithm focused on the measurement 
noises which are correlated after discretization. In paper [5] Wen Chenglin proposed 
a distributed prediction fusion algorithm. In a filtering period, all the sensors do time 
updating and measurement updating according to their respective measurements 
and do one step prediction to the fusion time after the last measurement updating. 
Then weighted fusion is implemented under the condition that the trace of the fusion 
variance matrix should be the minimum. However, in the algorithm, each sensor 
filters independently throughout and the result after fusion will not be used to correct 
the sub filters.

To deal with the asynchronous data fusion problem, a new algorithm based on 
the federated filter is discussed in the paper. Each sub filter is dedicated to a seperate 
sensor. In one filtering period, the estimated values of sub filters are obtained by the 
time updating and measurement updating depended on their own measurements 
respectively. Then the optimal state estimate of each sub filter is propagated from the 
last measurement time to the next fusion time. Finally, all the estimated values are 
combined with the predicated values of the main filter and the results are fed back 
to each sub filter. In this paper, the system description is presented in Section II, the 
algorithm is introduced in Section III, and the simulation result is given in Section IV. 
Section V contains conclusion.

2  System description

A satellite autonomous system composed by the ultraviolet sensor and the receiver of 
GNSS is considered. The direction vector pointing to the earth center and the apparent 
radius are provided by the ultraviolet sensor. The apparent radius is the included 
angle of the tangent between the edge of the earth and the ultraviolet sensor and 
the line between the earth’s core and the ultraviolet sensor. The pseudo range and 
pseudo range rate are provided by the receiver of GNSS. These data are used as the 
measurement data. Based on the Earth Centered Inertial Frame, the measurement 
equation can be written as follows, 
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where [ , , ]Tx y z=r  is the position vector from the satellite to the earth’s core. 
[ , , ]T

s s s sx y z=r is the position vector from the earth’s core to the navigation satellite. 
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[ , , , , ]T T
e p pθε ε ε=åå    is the observation noise. Considering that there may have more 

than one navigation satellite which is visible, the observation dimension is not fixed 
and depends on the number of the navigation satellite.

Let the state vector be [ , , , ]T T T
u ut fδ δ=x r v  where [ , , ]T

x y zv v v=v  is the velocities 
of the satellite, utδ  and ufδ  are the clock correction and cock drift. The effects of J2 
perturbation and the solar and lunar gravitational perturbation are considered in the 
dynamical model. The state equation is
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where 

2 2
2

3 5 7

3 3 3 3

2 2
2

3 5 7

3 3 3 3

2 2
2

3 5 7

3 15( )
2

3 15( )
2

( )

9 15( )
2

x

y

z

e

s s m m
s m

s s m m

e

s s m m
s m

s s m m

e

s

v
v
v

R J zx x

x x x x x x

R J zy y

f
y y y y y y

R J zz z

z

µµ

µ µ

µµ

µ µ

µµ

µ

− + − +

   − −
   + − + −
   − −   

− + − +

=
   − −
   + − + −
   − −   

− + − +

+

r r r

r r r r r r

r r r
x

r r r r r r

r r r

3 3 3 3

1

s s m m
m

s s m m

u

u

z z z z z

f

f

µ

δ

δ
τ

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    − −    − + −

    − −    
 
 
 −
  

r r r r r r

 (3)

The system process noise w , is the gaussian white noise with zero mean and 
covariance Q. sµ  is the solar gravitational constant and mµ  is lunar gravitational 
constant. [ , , ]T

s s s sx y z=r  and [ , , ]T
m m m mx y z=r  are the position vectors of the 

solar and lunar in the inertial coordinate system.

3  Algorithm description

The federated filtering algorithm is a decentralized processing algorithm which uses 
two stage parallel structure. The navigation devices can make up multiple subsystems 
and use a main filter to fuse the data of each subsystem. According to the principle 
of information distribution, by reasonably distributing the state information to the 
main filter and the sub filters, it’s effective to eliminate the correlation of all the sub 
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filters and make local estimations independently in the sub filters [6,7]. The basic flow 
Figure is illustrated in Figure 1.

main filter

reference 
system

the ultraviolet 
attitude sensor

GNSS

sub filter 1

sub filter 2

time updating

data fusion

1Z

2Z

1 1
ˆ ,X P

2 2
ˆ ,X P

,g gX P

1,g gγX P

2,g gγX P

Figure 1. The basic flow Figure of federated filter algorithm

The reference system is represented by the dynamic equation of the satellite.
When the sensors operate asynchronously, some sensor may not provide data 

at the fusion time. Aiming at solving the problem that the sampling time is not 
synchronize and the sampling period is not consistent, this paper designs a new 
algorithm named Federated Predictive Filtering Algorithm. Its core idea is to use the 
predicted values of the sub filter from last measurement updating time to fusion time 
to be the contribution values of the sub filter at fusion time.

Assuming that the number of the sub filters is N, which depends on the number 
of navigation sensors, and the filtering period is T. 

During the time period k kt t T+� , the number of measurements for the ith sub 
filter is represented by in . Letting 

int  be the time that the last measurement is taken.
The steps of the algorithm are as follows:

(1) The sub filters and main filter are reset by the fused value at time kt , i.e.,

ˆ̂ ( | ) ( | )i k k k kt t t t=x x  (4)

( | ) ( | )i k k i k kt t t tγ=P P  (5)

Where 
10 1

iγ
≤ ≤  and 1,2,..., , 1i N N= + . The following condition must be satisfied, 

1 1

1 1 1+ 1
N Nγ γ γ +

+ + =  (6)

Where the factor 1Nγ +  is associated to the main filter.

(2)  The process noise covariance values of the sub filters and the main filter are assigned 
by the common process noise covariance value. By variance amplification, it’s 
effective to make local estimations independently in the sub filters, i.e.,
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i iQ Qγ=  (7)

(3)  The estimated values of 1ˆ ( | )N k kt t+x  and 1( | )N k kt t+P  are propagated from kt  to 
kt T+  by the main filter.

(4)  If 0in = , the predicted values of the ith sub filter at time kt T+  is obtained by 
the time updating from kt  to kt T+ . Otherwise, in  times time updating and 
measurement updating are processed by the ith sub filter. Then the predicted 
values of ˆ ( )

ii k nt T t+x  and ( )
ii k nP t T t+  are obtained by the time updating from 

int  to kt T+ . 

(5)  The predicted values of sub filters are combined with those of the main filter by the 
following fusion algorithm,

1

1 1
1

1 1
1

( +T ) ( +T )

( ) ( )
i

k k k n

N k n N k k

P t t T P t t

P t T t P t T t

− −

− −
+

+ =

+ + + + +  (8)

1 1

1

1 1
1 1

1
1 1

ˆ( ) ( )

ˆ̂( ) ( ) ( ) ( )

ˆ( ) ( )
N N

k k k k

k n k n N k n N k n

N k k N k k

P t T t T t T t T

P t T t t T t P t T t t T t

P t T t t +T t

−

− −

−
+ +

+ + + + =

+ + + + + +

+ +

x

x x

x



  (9)

(5) Repeat the above steps.

4  Simulation

Based on the established model, the validity of the algorithm is tested by simulating 
and analyzing. The simulation time is set to 86400s and the filtering period is set 
to 0.9s. The sampling periods of the ultraviolet sensor and the receiver of GNSS are 
respectively set to 1.1s and 1s. The sensor specification is shown in the Table 1. 

Table 1. The sensor specification

sensor specification value

ultraviolet sensor measurement precision of the earth direction vector 0.02°

measurement precision of apparent radius 0.02°

the receiver of GNSS measurement precision of pseudo range 5m

measurement precision of pseudo range rate 0.1m/s
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The mean values of the error and rootmean square error(RMSE) are chosen to 
represent the algorithm precision. The simulation results of 50 Monte Carlo simulation 
are shown in Figure 2 to Figure 5.
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Figure 2. The mean value of position error of 50 asynchronous simulation
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Figure 3. RMSE of position of 50 asynchronous simulation 
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Figure 4. The mean value of velocity error of 50 asynchronous simulation
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Figure 5. RMSE of velocity of 50 asynchronous simulation

From the above figures, it can be shown that the position and velocity have high 
estimation accuracy. The accuracy can meet the navigation demand. Further 
validation, set the sampling period of the ultraviolet sensor and GNSS to 1s and the 
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filtering period to 1s, too. Simulate again and the simulation results of 50 Monte Carlo 
simulation are shown in Figure 6 to Figure 9.
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Figure 6. The mean value of position error of 50 synchronous simulation
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Figure 7. RMSE of position of 50 synchronous simulation
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Figure 8. The mean value of velocity error of 50 synchronous simulation
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Figure 9. RMSE of velocity of 50 synchronous simulation

From the above figures, it can be verificated that the accuracy of the asynchronous 
federated filtering algorithm can reach the accuracy of the synchronous federated 
filtering algorithm. It is shown that the new algorithm can usefully deal with the 
asynchronous problem and can still reach high accuracy. So the new asynchronous 
algorithm is feasible.
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5  Conclusion

This paper designs a new asynchronous federated filtering algorithm based on an 
actual project. The new algorithm can be used in the case that the sampling time is 
not synchronize or the sampling period is not consistent. 

Through the simulation results based on the new algorithm and the synchronous 
algorithm, the conclusion can be gotten that the new asynchronous algorithm is 
feasible.
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Heng LI*, Shi-bing WANG, Jun LI, Huai-min LI
A Kind of Self-tuning Kalman Filter for the High 
Maneuvering Target Tracking System 
Abstract: For the high maneuvering target tracking system,in order to solve the 
filtering problem with unknown noise statistics, based on the jerk model, a kind of 
self-tuning filter is presented in this paper. System identification method is used to 
estimate the noise statistics information which is substituted into the optimal Kalman 
filter to get the self-tuning Kalman filter. It’s proved that this self-tuning Kalman filter 
converges to the optimal Kalman filter in this paper. A simulation example shows the 
effectiveness of this kind self-tuning filter.

Keywords: Jerk model; unknown noise statistics information; self-tuning Kalman 
filter 

1  Introduction 

Kalman filter has been proved to be the best method to deal with the filtering problem 
in the target tracking field [1]. In order to get the optimal convergence of the filter, noise 
statistics information should be precisely known. But in the practical applications, 
especially in the early stage of the filtering process, noise statistics information is 
always unknown [2]. In order to solve the filtering problem with unknown noise 
statistics, self-tuning filter was presented in [3]. It’s basic principle is to estimate 
the unknown parameters and noise statistics information by system identification 
method. The estimations could be used to replace the real values in the Kalman filter 
[4]. Based on the Dynamic Error System Analysis (DESA) method [5], it has been 
proved that the self-tuning filter has good convergence to the optimal Kalman filter. 
Deng presented self-tuning α-β filter [6] and α-β-γ filter [7], which could deal with the 
models with unknown parameters and noise ststistics information. In these filters, 
the target state vector includes position, velocity and acceleration. But when the 
target has high maneuverability, the tracking ability of these filters will be declined. 
Jerk model is known to be a accurate model with high order in these years. To get more 
accurate estimations, the acceleration rate was considered in the Jerk model filter [8], 
which could deal with the system with acceleration rate. This paper try to give a kind 
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of self-tuning filter based on Jerk model to deal with the vector with acceleration rate. 
The convergence of this kind self-tuning filter is proved in this paper. An example 
shows the good convergence of this kind self-tuning Kalman filter.

2  Problem formulation

Consider the time-invariant system
( 1) ( ) ( )X t FX t w t+ = +Γ   (1)

( ) ( ) ( )y t HX t v t= +   (2) 

where t  is the discrete time, ( )X t  is state vector, [ ]'( ) ( ), ( ), ( ), ( )X t x t x t x t x t=    , ( )x t  
is the position of the target, ( )x t  is the speed of the target, ( )x t  is the acceleration of 
the target, ( )x t  is the acceleration rate(jerk ( )j t ) of the target. F , Γ  and H  are 
constant matrices.T is sampling period.

Assumption 1. ( )w t and ( )iv t  are uncorrelated white noises with zeros mean and 
variances 2

wσ  and 2
viσ  respectively, the values of 2

wσ and 2
viσ are both unknown.

Assumption 2. The observational processes ( )y t  is bounded, 1( )y t c≤ .
The jerk’s self-correlation function 

2( ) [ ( ) ( )] exp( )j jr E j t j tτ τ σ α τ= + = −   (3)

τ is the interval of two discrete time, 2
jσ  is the variance of ( )j t ,α  is the constant 

of the self-correlation function, when α  is very small, 0α → , ( )j t  can be treated as 
a constant value, F  has the form

2 3

2

0

1 / 2  / 6
lim 0 1        / 2

0 0 1       
0 0 0       1

T T T
F T T

T
α→

 
 
 
 =
 
 
 
    (4) 

]'3 2/ 6   / 2      1T T TΓ =    (5)

The covariance of ( )w t  is 
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'[1  0  0  0]H =   (7) 
2
vσ is recorded as R. With the assumption 1-2, the objective is to get the self-tuning 

Kalman filter and its convergence analysis.

3  Noise Variance Estimation

Define backward shift operator 1q− and 1 ( 1) ( )q X t X t− + = , From (1) we have
1 1( ) ( ) ( 1)X t I Fq w t− −= − Γ −   (8)

Substituting (8) into (2), we can get 
1 1( ) ( ) ( 1) ( )y t H I Fq w t v t− −= − Γ − +   (9)

Assume 1I Fq−−  is non-singular matrix, we can get
1 1 1det( ) ( ) ( ) ( 1) det( ) ( )I Fq y t Hadj I Fq w t I Fq v t− − −− = − Γ − + −   (10)

From (3)-(5), we can get
1 1 4det( ) (1 )I Fq q− −− = −   (11)

From (10), we can get 

7 6 5 4 3 2 1

3 6 3 5 3 4 3 3 3 2 3 1 3

7 6 5 4 3 2 1

(2 14 42 70 70 42 14 2) ( )
3 19 5 1( 3 2 ) ( 1)
2 6 6 6

(2 14 42 70 70 42 14 2) ( )

q q q q q q q y t

T q T q T q T q T q T q T w t

q q q q q q q v t

− − − − − − −

− − − − − −

− − − − − − −

− + − + − + − =

− + − − + − + − +

− + − + − + −   (12)

According to the Assumption 1, we define 
1

1 1

( ) det( ) ( )
( ) ( 1) det( ) ( )

r t I Fq y t
Hadj I Fq w t I Fq v t

−

− −

= −

= − Γ − + −   (13) 

( )r t  has the relationship 
7 6 5 4 3 2 1( ) (2 14 42 70 70 42 14 2) ( )r t q q q q q q q y t− − − − − − −= − + − + − + −   (14)

We define
1 3 6 3 5 3 4 3 3 3 2 3 1 33 19 5 1( ) 3 2

2 6 6 6
M q T q T q T q T q T q T q T− − − − − − −= − + − − + − +   (15)

1 7 6 5 4 3 2 1( ) 2 14 42 70 70 42 14 2N q q q q q q q q− − − − − − − −= − + − + − + −   (16)
1( )M q−  and 1( )N q−  are both the polynomial matrices with the form

1 1
0 1( ) ... x

x

n
nX q x x q x q−− −= + + +   (17)

xn  is the highest order of 1( )X q− . From (13)-(16) we can get



142   A Kind of Self-tuning Kalman Filter for the High Maneuvering Target Tracking System 

1 1( ) ( ) ( 1) ( ) ( )r t M q w t N q v t− −= − +   (18)

The correlation function of ( )r t could be estimated by sampling method

1

1ˆ ( ) ( ) ( )
t

t
r

u
R k r u r u k

t =

= −∑   (19)

Which has the recursive formula
1 11ˆ̂̂ ( ) ( ) [ ( ) ( ) ( )]t t t

r r rR k R k r t r t k R k
t

− −= + − −   (20)

From (18) we can get the correlation function
ˆ ( ) , 0,1,...,7

m n

m n

n n
t
r i n i i n i

i k i k
R k m Qm n Rn k− −

= =

= + =∑ ∑   (21)

Equation (21) can be treated as linear functions with unknown variables Q  and R , 
this linear functions are compatible, so the estimations ˆ ( )Q t  and ˆ( )R t  at time t 
could be obtained.

4  Self-tuning Kalman filter

Substituting ˆ ( )Q t  and ˆ( )R t ( Q̂  and R̂ ) into the optimal Kalman filter, we have the 
self-tuning Kalman filter

ˆ̂ˆ̂( | ) ( ) ( 1| 1) ( ) ( )x t t t x t t K t y t= Ψ − − +   (22)

In (22), we can get Riccati function 
1 ˆˆ[ '( ' ) ] 'F H H H R H F Q−Σ = Σ −Σ Σ + Σ +   (23)

When t  is renewed, the values of the varibles are renewed in (22)-(23).

5  The Convergence analysis

Applying the ergodicity of stationary stochastic process, we can get

ˆ̂ ( ) ( ), , . .1t
r rR k R k t w p→ →∞   (24)

. .1w p  is in short for “with probability 1”, In(19), the estimations of Q  and R are 
consistent, they converge to the real values, we can get 

ˆ ˆ( ) , ( ) , , . .1Q t Q R t R t w p→ → →∞   (25)
ˆ ( ) , ( ) , , . .1K t K t t w p→ Ψ →Ψ →∞   (26)

We can get ˆ ( ) , , . .1K t K t w p→ →∞ , there must be a constant 2c  to satisfy 
2

ˆ ( ) ,K t c t≤ ∀ , according to the Assumption2,we can get 1( )y t c≤ . Dynamic Error 
System Analysis method [9,10] can be used to get the below Eq. 27.
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ˆ( | ) ( | ) 0, , . .1x t t x t t t w p− → →∞   (27)

So self-tuning Kalman filter could converge to the optimal Kalman filter.

6  Simulation Example

We take sampling period T = 1 s, input noise variance 2 0.8wσ = ,measurement noise 
variance 2 0.2vσ = . The self-tuning Kalman filter presented in this paper is used, 
Figure 1 is the comparison curve of self-tunning Kalman filter and optimal Kalman 
filter. In Figure 1, the curved line denotes the optimal Kalman filter, spots denote self-
tuning Kalman filter. It can be seen that self-tuning Kalman filter converges to the 
optimal filter. Figure 2 is the error curve,the curved line means the difference between 
the self-tuning Kalman filter and optimal filter. It has convergence to 0 as (27) is 
satisfied.

Figure 1. The self-tuning Kalman filter and optimal Kalman filter 

Figure 2. The difference between the self-tuning Kalman filter and optimal filter

7  Conclusion

This paper presents a kind of self-tuning Kalman filter, which could deal with the 
target tracking model with accelerate rate. Jerk model is used to fit the state equations. 
The convergence of this algorithm is proved. The simulation example shows the good 
convergence of this algorithm. This kind of self-tuning Kalman filter could improve 
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the tracking ability of the high maneuvering target, but the disadvantage is that the 
calculation is complicated. In the future, we can use the dimension reduction method 
to deal with the matrices to reduce the amount of computation.
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Cun-qun FAN, Xian-gang ZHAO, Man-yun LIN, Li-zi XIE, You MA*, 
Xiao-hu FENG

A Multitasking Run Time Prediction Method based on 
GBDT in Satellite Ground Application System
Abstract: In satellite ground application system, it will cause resource constraints 
when running multiple tasks. To accurately measure out the task run time, this paper 
proposed a task running time estimation method based gradient boosting decision 
tree (GBDT). Firstly, according to various features of the time series variables classify 
applications. The predicted values are given for each node in the tree according to 
GBDT algorithm. Then through the establishment of multiple trees, the loss function 
is minimized. Finally, the most accurate predictions are calculated. After analysis, the 
proposed algorithm has a high accuracy ground.

Keywords: task run time; gradient boosting decision tree; various feature; loss 
function

1  Introduction

Fengyun meteorological satellite ground application system receives satellite data 
from the satellites, and depending on the business needs, according to the different 
levels and types of meteorological satellite data product to generate and distribute. 
At present, satellites are widely used in communications, meteorology and geology. 
Satellites have a large number of data and products. Satellite ground application 
system will face carry more tasks. Due to the limitations of the overall resources, often 
resulting in a decline multitasking operating efficiency. How to accurately estimate 
the task run time, thus providing support for the scheduling of the current study is 
needed to solve a problem.

Certain task run prediction methods have been proposed in the literatures. The 
paper [1] described and evaluated the Running Time Advisor (RTA), a system that can 
predict the running time of a compute-bound task on a typical shared, unreserved 
commodity host. The prediction is computed from linear time series predictions 
of host load and takes the form of a confidence interval that neatly expresses the 
error associated with the measurement and prediction processes, error that must be 
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captured to make statistically valid decisions based on the predictions. In paper [2], 
they proposed a method for predicting run-time resource consumption in multi-task 
component based systems based on a design of an application. The paper [3] proposed 
a running time prediction method for Grid tasks based on our previous work, which 
is a novel CPU load prediction method. The paper [4] proposed a novel approach that 
enables the construction models for predicting task running-times of data-intensive 
scientific workflows. Ensemble Machine Learning techniques are used to produce 
robust combined models with high predictive accuracy. Information derived from 
workflow systems and the characteristics and provenance of the data are exploited 
to guarantee the accuracy of the models. The paper [5] considered three objectives: 
expected time, long-run average, and timed (interval) reachability. Expected time 
objectives focus on determining the minimal (or maximal) expected time to reach a 
set of states. Long-run objectives determine the fraction of time to be in a set of states 
when considering an infinite time horizon. Timed reachability objectives are about 
computing the probability to reach a set of states within a given time interval. The 
paper [6] proposed two approaches utilizing some a priori knowledge and estimating 
it from scratch via a sparse structure assumption.

Although the researches of the cloud environment resource scheduling achieved 
good results, but there are still insufficient in error estimation. So, this paper 
introduces the GBDT algorithm, the prediction process as far as possible down to the 
minimum loss function, thereby enhancing the overall prediction accuracy.

2  Gradient Boosting Decision Tree Algorithm

GBDT is a very broad application of the algorithm, can be used for classification, 
regression. In many data prediction has a very good effect. GBDT decision is an 
iterative algorithm, the algorithm is composed by a number of trees tree, and the 
conclusion of all the trees make the final decision.

2.1  Algorithm Principle

The GBDT regression tree analysis resource consuming task to run time series to 
predict the various features of the task run time. GBDT algorithm based on time-series 
variables various features and applications to classify each node in the tree gives the 
predicted value. The GBDT algorithm by establishing multiple trees, to minimize the 
loss function, to get the most accurate predictions.

At the time of the beginning of the algorithm for each sample assigned a weight 
value, the initial time, each sample is the same important. At each step of the training 
obtained in model will make the estimated data points have to be wrong. We are at 
the end of each step, increase the weight of misclassification point weight, and reduce 
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weight division right on point. This makes is always some point if misclassification, it 
will be “serious concern.” It will be assigned a high weight on the right. Then after N 
iterations (specified by the user), user will get N simple classification. The final model 
may be obtained by a linear combination of ways.

If there is a sample x, it may belong to K categories, the estimated values are
( ) ( )1 kF x F x . Logistic transformation is a smooth and standardized data process 

(such as the length of the vector is 1). The probability ( )kp x  of the result belonging 
to category K is as follows:

( ) ( )( ) ( )( )
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After logistic transformation, the loss function is as follows:
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Where, ky  is the estimated function of the input sample data. And its derivative, 
there is the gradient of loss function:
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2.2  Loss Function Gradient Analysis

The input data x may belong to five categories ( )1 2 3 4 5, , , ,c c c c c . If x belongs to category 3c , 
there is ( )0,0,1,0,0y = . The resulting model estimation is ( ) ( )1 2 3 4 5, , , ,F x f f f f f= , 
Then after logistic transformation can be ( ) ( )1 2 3 4 5, , , ,p x p p p p p= . After the above, 
the conclusions can be as follows.

If 
kg  is the sample when the gradient of a dimension.

When 0kg > , kg  smaller, the probability ( )p x  of this dimension should be 
greater. It should belong to the “right direction” forward. This estimate represents the 
smaller the more “accurate.” 

When 0kg < , | |kg  greater, the probability ( )p x  of this dimension should be 
smaller. It should belong to the “wrong direction” forward. This estimate represents 
the smaller the more “accurate.”

In general, for a sample of the best gradient is closer to 0.

3  Run Time Prediction Based on GBDT

GBDT regression tree based on the training set of feature vector sequence 
characteristics were divergent. Task run time as GBDT classification entropy, that is, 
the tree will try to make the crossing task to run every time the minimum entropy. 
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This approach makes the degree of aggregation run tasks on each node in the tree 
relatively high. Make the final decision based on the time relatively easy to predict the 
characteristics of the input operation time.

There are four tasks sample points in Figure 1. The running time of them are
( , , , )a b c dt t t t . If a b y c dt t t t t< < < < , the running time can be divided into two sets 
( , )a bt t  and ( , )c dt t . And ( , )a bt t  can be divided into two sets ( )at  and ( )bt , ( , )c dt t  can 
be divided into two sets ( )ct  and ( )dt .

(a+b+c+d)/4
(a,b,c,d)

(a+b)/2
(a,b)

(c+d)/2
(c,d)

a
(a)

b
(b)

c
(c)

d
(d)

Variance determination Variance determination

Determining the number of nodesDetermining the number of nodes Average value determinationAverage value determination

Figure 1. Multi node sample flow.

In the process of forecasting tasks running, we can go from the root all the way down 
the final decision condition according to the root node, and get the task running 
time of the root node. In GBDT workflow, there are M decision trees, obtained from 
the M trees like tree algorithm running time and the final prediction is GBDT run 
time.

As shown in Figure 2, tree generated every time according to the last tree prediction 
residuals of the tree all the variables residuals negligible so far. Multi-tree prediction 
value obtained by adding the result of addition makes forecasting more precise.

The main purpose of this section is based on the task of running time sequence 
characteristics to estimate the run time of the task. Enter the program requires the 
input feature time-series set. We need the help of feature extraction feature extraction 
module, but also need to use the features described above and converting the 
characteristic variable generation module.

Generate GBDT prediction module comprises two steps, the matrix (the training 
set) time series feature to generate variable GBDT decision tree and decision tree 
based on the task run time prediction.

When the estimated time sequence time, all the features need to enter a variable 
time series. By M trees forecasting and time series to generate the final run time.
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GBDT prediction 
module

GBDT decision tree 
generation

Time series 
characteristic 

variable matrix

Time Series features 
variable sequence

Task run time 
prediction

Figure 2. GBDT prediction task flow chart.

4  Simulation

In order to verify the effectiveness of the proposed algorithm, we use the Visual Studio 
6.0 platform to achieve our algorithm based on GBDT, and compare with the run time 
prediction algorithm based on fixed weights (FWA).

The simulation environment of PC configuration is: CPU Core i5-6500 3.20GHz, 
RAM=4GB, Windows 7 system. The simulation system through the C++ language, 
math calculations involved in the experiment were analyzed by calling math.h math 
library to calculate. Figure 3 shows the prediction accuracy of 10 experiments.

The proposed GBDT algorithm is higher than the FWA algorithm on prediction 
accuracy.

Figure 3. Prediction accuracy.



150   A Multitasking Run Time Prediction Method

5  Conclusion

To accurately measure out the task run time, this paper proposed a task running time 
estimation method based gradient boosting decision tree (GBDT). Firstly, according 
to various features of the time series variables classify applications. The predicted 
values are given for each node in the tree according to GBDT algorithm. Then through 
the establishment of multiple trees, the loss function is minimized. Finally, the most 
accurate predictions are calculated. After analysis, the proposed algorithm has a high 
accuracy ground.
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Wen-zhi XING, Zhu-ping WANG*

Unmanned Ground Vehicle Behavior Decision via 
Improved Bayesian Inverse Reinforcement Learning
Abstract: In this paper, we address an improved Bayesian inverse reinforcement 
learning (BIRL) algorithm for behavior decision making problem of unmanned 
ground vehicle through learning from teaching sequences. It is demonstrated that in 
this paper how the autonomous drving vehicle executes optimal action under current 
state according to expert’s demonstration by using the proposed approach. Simulation 
tests show that the proposed improved BIRL can make reasonable decisions for the 
driverless car.

Keywords: Inverse reinforcement learning; decision- making; unmanned ground 
vehicle.

1  Introduction

In recent years, unmanned ground vehicle as a important research topic for decreasing 
traffic accidents in intelligent transportation system has been mentioned gradually. It 
is very important to design an effective autopilot system for UGV. Generally speaking, 
the autopilot system of unmanned ground vehicle can be divided into three parts. 
As Fig. 1 shows, the first part is the environment recognition that will capture all 
the information from surroundings and be seen as “eyes”. The module of decision-
making is the part which is regarded as “brain”. This part’s main task is to decide 
the vehicle’s actions according to current information provided by environment 
recognition system. The third part is called control module that is to plan optimal path 
and implement the decision made in the second part. From this framework, we can 
find that the decision-making module has played a central role in autopilot system.

To the best of our knowledge, the current researches about decision-making 
have obtained some achievements. For example, Multiple Criteria Decision Making 
(MCDM) [1] and Multiple Attribute-Based Decision Making (MADM) [2] can provide 
a better decision in the simple external environment that has less states defined by 
human. In paper [1], a maneuver decision making method for autonomous vehicle in 
urban environment is studied. The algorithm can be decomposed into three steps. The 
first step is to select all possible logical maneuvers and the second step to remove the 
maneuvers which break the traffic rules. At the last step, Multiple Attribute Decision 
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Making methods are used in the process of selecting the optimal driving maneuver 
in the scenario considering safety and efficiency. In paper [2], the stage of decision 
making is also to select and execute the most appropriate alternative from those 
driving maneuvers which have been determined to be feasible in the current traffic 
situation. More precisely, this method breaks general objective into a lower hierarchy 
level containing more specific objectives, which specify how to achieve the objective 
of the higher level.

Figure 1. Autopilot system

Inverse reinforcement learning (IRL) [3] has been proposed to solve the decision-
making problem. As pointed out in paper [3], IRL problems are of great interests for a 
wide range of application, from basic science [4,5] to optimal control of aircraft [6] and 
more recently aerobatic helicopter flight [7] within the robotic community. Supervised 
learning approaches such as [8-12] that learn a direct mapping from the states to the 
actions and directly mimic the demonstrator will do not work for highway driving 
or more complex driving situations. The inverse learning algorithm, to some extent, 
will be the most succinct and robust way to explain expert behavior. In addition, the 
algorithm has better generalization ability in the domain of the features. Bayesian 
inverse reinforcement learning [13] is one inverse reinforcement learning algorithm of 
all. The algorithm will update a prior on reward functions and we learn the process for 
recovering expert’s actions by this posterior. However, the algorithm still has serious 
problem in driving behavioral decision, especially for the poor rate of convergence. 
It means that we will need more time to get ideal reward function if the algorithm is 
not good enough. This case will be danger when applying this algorithm to recover 
expert’s driving behaviors. What’s more, to a large extent, the learning process does 
not take into account existing noise problem. That is to say, in driving environment, it 
is hard to derive good policy in short time. So, new solutions to solving this problem 
will be necessary. This paper attempts to propose a improved algorithm.

In this paper, we apply improved Bayesian inverse reinforcement learning to 
learn optimal expert’s policy. The improved algorithm will have fast convergent speed 
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and high accuracy for recovering expert’s driving behaviors. From the perspective of 
engineering, it is very important to improve these two points above when compared 
to traditional BIRL. First, assuming expert’s policy is stationary stochastic policy can 
get reward function’s posterior distribution combining with Bayesian theory. Finally, 
using sampling method estimates the mean of the posterior distribution as our 
predictive value. We will improve existed Bayesian reinforcement learning algorithm 
to derive a better performance and learn expert’s policy from making full use of 
demonstration information. This algorithm can let the driverless car has more security 
decision-making behaviors in environment and execute the relative optimal actions. 
Besides, we will give the simulation experiment’s results to verify the algorithm.

The rest of this paper proceeds as follows. In section II, we will give a brief 
introduction for Markov decision process (MDP) basic properties and inverse 
reinforcement learning algorithm. Section III reviews BIRL algorithm and introduces 
improved BIRL algorithm. Our main contribution in revising the algorithm’s potential 
function and adding the fitting process will be presented. The simulation and 
experimental test will be showed in section IV. In this section, we will also analyze 
those results’ data. We conclude in section V with a brief discussion of opportunities 
for future work.

2  Preliminaries

2.1  Markov Decision Process

The inverse reinforcement learning problem is generally described by the Markov 
decision process formalism. A Markov decision process has five elements  (S,A,{Psa 
(‧)},γ, R), wherein:

S is a finite set of n states;
A = {a1,...ak} is a set of k actions;
{Psa (‧)} are the state transition probabilities upon taking action  in state ;
γ∈[0,1) is the discount factor;
R is the reward.

A policy is defined as any state map to action: S→A, notates π. The value function for 
describing a policy, evaluated at any state S1 is given by:
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The optimal value function is:
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To solve the IRL problem, the two basic properties concerning MDP are needed. The 
two basic properties can be characterized as following [14]:
Theorem 1 (Bellman Equation) Let an MDP M= (S, A, {P8a(·)},γ,R) and a policy π: S→A 
be given. Then, for all s∈ S ,a∈A, Vπ and Qπ satisfy:

 

                                                          (1) 

                                                              (2) 

                                                         (3) 

                                                              (4) 

 

                                ,                             (5) 

                                                           (6) 

                                                        (7) 

                                                         (8) 

                                           (9) 

              
                                                    (10) 

        
                                                  (11) 

          
                                                (12) 

 

                 
      

                                             (13) 

                                                                     (14) 

                     
      

                                       (15) 

            
      

        

  

                                       

                            (16) 

                             
      

                                  (17) 

 
Require: Distribution  , MDP  , bias 

 
  , features’ vector  , threshold value  , a random weight’ vector  , reward 

vector        
 
 , expect threshold value for policy error  , expert policy   . 

While             do 
1. Pick a reward vector uniformly at random from the neighbours of      

 
  

2.                           
3. Compute              for all            
4. If                                       
i.                               
ii. Set       and       with probability               

        
end while 
a. Get new   
b.                             
c. Update       
Upon termination, the algorithm returns  . 

  (5)

 

                                                          (1) 

                                                              (2) 

                                                         (3) 

                                                              (4) 

 

                                ,                             (5) 

                                                           (6) 

                                                        (7) 

                                                         (8) 

                                           (9) 

              
                                                    (10) 

        
                                                  (11) 

          
                                                (12) 

 

                 
      

                                             (13) 

                                                                     (14) 

                     
      

                                       (15) 

            
      

        

  

                                       

                            (16) 

                             
      

                                  (17) 

 
Require: Distribution  , MDP  , bias 

 
  , features’ vector  , threshold value  , a random weight’ vector  , reward 

vector        
 
 , expect threshold value for policy error  , expert policy   . 

While             do 
1. Pick a reward vector uniformly at random from the neighbours of      

 
  

2.                           
3. Compute              for all            
4. If                                       
i.                               
ii. Set       and       with probability               

        
end while 
a. Get new   
b.                             
c. Update       
Upon termination, the algorithm returns  . 

 (6)

Theorem 2 (Bellman Optimality) Let an MDP M = (S,A,{Psa (‧)},γ, R) and a policy π: S→A 
be given. Then that  is an optimal policy for M if and only if, for all 
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According to the two basic properties above, an important theorem can be derived 
to explain expert behavior in MDP using reward function. We can think this theorem 
that is the core for inverse reinforcement learning. The theorem is written:

Theorem 3 Let a finite state space S, a set of actions A = {a1,...ak}, transition 
probability matrices psa, and a discount factor  γ be given. Then the policy π given by  
π(s)≡a1 is optimal if and only if, for all a = a2...ak, the reward  satisfies:
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This result characterizes the set of all reinforcement functions that are solutions 
to the inverse reinforcement learning problem. Using this equation we can recover 
expert behavior via reward function for finite-state MDP. For further problem about 
the criteria of choosing reward and how to approximate for reward function in large 
scale state space will be found in paper [15].

2.2  Problem Formulation

In considering the decision-making problem of autonomous driving vehicles, we think 
that the car can be taught by expert. So, our aim is to design a more efficient algorithm 
to learn a reward function from sample trajectories. The reward function can capture 
the state’s features and help the driverless car make decision no matter whether the 
state ever emerged or not. Our algorithm applied in decision-making can be seen as 
Fig. 2. In training process, this framework will be repeated again and again. Once we 
capture the partial states’ reward function that can explain expert’s behaviour, these 
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process will terminate. Then, the value function can choose appropriate action from 
current state to next state.

Figure 2. Decision-making framework

3  Improved Bayesian Inverse Reinforcement Learning

3.1  Bayesian Reinforcement Learning

We recall some basic definitions and assumptions relating to Bayesian reinforcement 
learning. We can assume expert’s demonstration that equals to a reward function from 
posterior distribution. Then an agent according to this reward function implements 
optimal policy. Expert’s a trajectory expresses as: 0 = {(s1,a1), (s2,a2),..., (sk,ak)}, which 
means that the expert was in state si and took action ai. The two assumptions have 
guaranteed that the problem is defined in Markov decision framework and does not 
abandon problem’s mathematic’s essence. Because demonstrator employs stationary 
policy, the problem can make a further independence assumption, giving
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Expert’s goal is to maximize the total accumulated reward and the goal amounts to 
every step the agent that executes the action with maximum action function Q(s,a). 
Therefore the larger Q(s,a) is, the more likely it is that the demonstrator would choose 
action ai at state si. So we can model this problem’s distribution as this potential 
function:
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Then the likelihood of the entire evidence is:
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and Z´ is the appropriate normalizing constant. Finally, the posterior probability of 
reward function  by applying Bayes theorem can rewrite as following:
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Detailed derivation of these equations and its complete algorithm can be found in 
prior work [13].

3.2  Improved Bayesian Reinforcement Learning

In the original BIRL algorithm, to maximize demonstrator trajectories’ likelihood 
equation is regarded as to maximize the sum of E(O,R). The model will tend to increase 
all weights’ value during the process of iteration. From this point of view, the reward 
function with weight vector ω multiplying by β cannot influence original policy while 
such a change like this will be not good for reducing the times of iteration and lead 
to a new potential function βE(O,R) and a new likelihood equation. As a result, the 
algorithm will select a new reward function to replace last reward function. This case 
however, must be hard to stop in short time. That means that we cannot get better 
proper reward function. If so, the reward function recovered by unimproved BIRL will 
lead to an overfitting problem.

This part will introduce a series of efforts to improve the Bayesian inverse 
reinforcement learning. To reconstruct the potential function is to be the main 
method in this section and then to design a new algorithm frame combined with 
linear function from states’ features mapping to reward. The first modified potential 
function is giving:
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where π(si) is a random policy. The policy is to sample an action randomly that is 
different from expert’s action in every state, following π(si) ∈ A\ai The meaning of 
this kind of potential function is to maximize the distance of the expert’s policy and 
random policy. It is also easy to express it in linear return function and prove its 
convergence. Nevertheless, on the original algorithm performance improvement is 
not particularly significant because of its performance depending on the start policy.

We rewrite the potential function again like:
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This equation tries to maximize the difference between optimal and suboptimal 
strategy. From the experimental results, the potential function for ascension algorithm 
performance is better than the first one. But it still tends to choose a larger weight 
vector. In order to solve the problem, we made a further attempt. So the new equation 
is described as this:
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The function can be intuitive understanding as the probability of expert’s action. If 
Q(si,ai) ‒ max α∈ A\ai

Q(si,ai)  is larger positive value, we can think that the probability of 
carrying out optimal action is very close to 1under the current state. Under this kind 
of understanding the new potential function is the expectation of expert’s optimal 
actions. The potential function is rewritten formally:
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There is no need to increase the reward function value for the actions that has been 
defined as optimal actions with maximum probability. The algorithm will tend to 
increase the probability of other actions that are included in sample trajectories. Our 
improved learning algorithm is as follows:
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4  Simulation Results

We evaluated the algorithm on more concrete behaviors in the context of a simple 
highway driving simulator as Fig. 3 shows, similar evaluations in other work [3]. The 
task is to navigate a car on a three-lane highway, where all other vehicles move at a 
constant speed with different level. From the leftmost to rightmost lane, the speed 
level of vehicle is set to 90km/s, 60km/h and 30km/s randomly. Target car has added 
two kinds of behavior that are acceleration and deceleration. Under such settings, we 
assume that has a special random driving style to avoid collision and then is able to 
drive as fast as possible. For example the car will be the leftmost lane and its speed is 
120km/s. If there is another car ahead, the target car will change its current lane to the 
middle lane when the middle lane has nothing. Further, the target car will decrease 
its speed to 90km/h and keep going in the left lane when another car emerges in the 
middle lane.

Figure 3. The simulation environment

In real world, driving style is very complex and popular. Naturally, complex driving 
styles are very hard to train. So we will evaluate the algorithm by random driving 
styles. At first, we show the rate of converge between previous algorithm and 
improved algorithm by comparison in three-lane simulator. Then we will show all 
features’ weight values to analyze the algorithms’ performance for recovering reward 
function one by one.

Our improved BIRL algorithm that is applied to the problem of driving decision 
will have less iteration times and faster converged speed from Table 1 and Table 2. The 
median of iteration for improved BIRL is less than BIRL. The success rate in 500 steps 
is 100%, but the unimproved BIRL is only 42%. These comparisons are obvious for 
algorithms’ performance.

Table 1. Key Parameters for Birl

Driving Style Nice Nice

Median of Iteration 87 87
Success Rate in 500 Steps 42% 42%
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Table 2. Key parameters for improved birl

Driving Style Nice

Median of Iteration 28
Success Rate in 500 Steps 100%

Similarly, we can also present the results between previous algorithm and improved 
algorithm by comparison in three-lane simulator for reward function’s weight values. 
Owing to more states, it is hard to guarantee the demonstrators optimality. For 
unimproved BIRL algorithm, that will be facing a bigger challenge to recover a reward 
function with proper weight value vector.

Table 3. Key features’ weight value

Features’ Name BIRL Improved BIRL

Left Lane 0.156 0.041

Middle Lane -0.022 0.029
Right Lane -0.016 -0.021

30km/h -0.110 -0.027
60km/h 0.045 0.035
90km/h -0.061 0.045

120km/m 0.516 0.184
Collision -0.020 -0.388

Distance 30 to 60 0.024 -0.094
Distance 60 to 120 -0.190 0.001

We have made a comparison for our improved BIRL and initial BIRL. All features have 
emerged in our sample data except “Collision”. All features’ weight values observed 
from Table 3 have two larger values for left lane and 120km/h. It is interesting to see 
that collision’s weight value for improved BIRL is smaller than initial BIRL. To explain 
this phenomenon, we have to repeat again about the advantage of the improved BIRL 
algorithm that is relative insensitive to these features that have not ever emerged 
in demonstrator’ strategies. The reward function will became smaller when the 
environmental states data have included collision’s feature. Besides, improved BIRL 
algorithm can also make the features’ weight values be positive when comes to “Middle 
lane” and “90km/h”. The weight values for “Distance 60 to 120” and “30km/h” have 
increased a little respectively. Other features included in sample data will give proper 
weight values according to the scale in sample trajectories. For example, the weight 
values for “Right Lane” and “Distance 30 to 60” have decreased a little respectively 
because of less data included in sample data. These changes show that the improved 
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algorithm has made full use of existing data information to get reward function. The 
main features are described as follows:
Left lane: Running at the left lane when avoiding collisions with other cars as many 
as possible;
Middle lane: Running at the middle lane when avoiding collisions with other cars as 
many as possible;
Right lane: Running at the right lane when avoiding collisions with other cars as 
many as possible;
30km/h, 60km/h, 90km/h, 120km/h: Driving at a constant speed;
Safe distance from 30/60 to 60/120: Keeping a safe distance from other cars;
Collision: Hitting other cars.

5  Conclusion

In this paper, it is assumed that driving demonstrations by an expert can be quantified 
by a reward function to solve the decision-making problem for the driverless car in 
more states’ environment, and an improved algorithm for Bayesian reinforcement 
learning is presented. The proposed method is based on Markov decision process, 
terminates in less iteration, and guarantees that the policy found has similar 
performance comparable to that of the expert.

The proposed algorithm is applied to unmanned ground vehicle’s behavioral 
decisions through simulation and experimental validation. From the viewpoint 
of input data, the proposed algorithm can improve the effectiveness of using the 
sample data. From the viewpoint of output data, the proposed algorithm can derive 
the reward function that is very possible to recover expert’s demonstration. In this 
work, the reward is considered as a linear combination of known features. To explore 
unmanned vehicle’s behavioral decision under more realistic conditions, the reward 
function as a nonlinear form will be a more meaningful work in the future. In today’s 
world, deep learning has promoted the application of intelligent systems in speech 
recognition, image classification and natural language processing. There is no doubt 
about that we can do more solid work in decision making for unmanned ground 
vehicle combined with deep learning in the near future.
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Analysis of the High Frequency Vibration on Radar 
Imaging in the Terahertz Band
Abstract: High frequency vibration of the platform or the targets is an inevitable 
problem in the field of radar imaging, and it has significant effects on the image 
quality. A theoretical model of the high frequency vibration of the platform in the 
turntable imaging mode is established in this paper, and it shows that effects of the 
high frequency vibration in the terahertz band are more obvious than that in the 
microwave band. In addition, a 0.22 THz imaging radar system is introduced and 
imaging experiments on a corner reflector are carried out in this paper to verify the 
theory analysis.

Keywords: terahertz radar; high frequency vibration; turntable imaging; imaging 
resolution; phase autofocus 

1  Introduction 

Terahertz (THz) waves usually refer to electromagnetic waves with frequencies 
between 0.1-10 THz. The terahertz band lies between the millimeter wave and infrared, 
which is a transitional band from electronics to photonics [1,2]. With breakthroughs in 
the terahertz sources, signal detectors and other devices in recent years, the terahertz 
radar technology has developed rapidly, and the terahertz synthetic aperture radar 
(SAR) and inverse synthetic aperture radar (ISAR) imaging has been receiving more 
and more attention [3,4]. The high frequency vibration of the platform often considered 
in the microwave band radar imaging is still problem in the terahertz band, and it 
may be even more obvious. The high frequency vibration in radar applications mainly 
includes: the high frequency vibration of the target while moving in the ISAR field, 
the high frequency vibration of the carrier aircraft and vehicles in the SAR field, or 
both. However, no matter in the SAR field or in the ISAR field, the essential effect 
of the high frequency vibration is a modulation of the echo phase, which will result 
in the deterioration of the imaging resolution. The high frequency vibration of the 
platform or the targets has been extensively studied and several suppression methods 
are discussed [5-7]. However, researches on this problem in the terahertz band are 
insufficient.
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A theoretical model of high frequency vibration of the platform in the turntable 
imaging is established in this paper, and its effects on imaging quality are analyzed 
in detail. After that, a 0.22 THz imaging radar system is adopted to verify the theory 
analysis. The paper is organized as follows: the motion model and the echo model 
of a scattering center in the turntable imaging mode are established in section II, 
and expressions of the range profile and the ISAR image are obtained through the 
theoretical deduction. In section III, a 0.22 THz imaging radar system is introduced 
and experiments on a corner reflector and a plane model are presented. The 
resolution deterioration induced by the high frequency vibration is analyzed and a 
phase autofocus algorithm is introduced to reduce the effects of the high frequency 
vibration. The conclusions are presented in section IV.

2  Theory analysis

2.1  The echo model

The paper takes the turntable imaging mode as example to build the motion model 
and the echo model, and they are also applicable to SAR and ISAR mode due to 
the relativity of motions. It is generally known that SAR/ISAR achieves high range 
resolution by the large bandwidth of the transmitting signal, while the high azimuth 
resolution depends on the Doppler effect caused by a relative movement between 
radar and the target. Suppose there is a scattering center on the target located at 

,0 ,0( , )p px y , and it rotates a small angle δθ  round the coordinate origin O , as shown 
in the Figure below.

X

Y ..
ω

θ

δθ
,0 ,0( , )p pP x y

O

Figure 1. A diagram of turntable imaging
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The imaging radar mentioned in this paper utilizes frequency modulated 
continuous wave (FMCW) signal. Its bandwidth of the transmitting signal is B , the 
carrier frequency is cf ,the frequency-sweep period is pT , the chirp rate is γ . Then 
the transmitting signal can be expressed as:

2ˆ 1ˆ̂( , ) exp 2
2m c

p

ts t t rect j f t t
T

π γ
    = +         

 (1)

where t̂  and mt  represent the range fast-time and azimuth slowtime respectively. 
Suppose the initial distance between the radar and the target is 0R , and the vibration 
of the platform can be viewed as a simple harmonic motion. The actual distance 
considering the vibration is:

0 sin(2 )v v mR R a f tπ= +  (2)

where va  and vf  are the amplitude and frequency of the vibration respectively. In 
general, it can be called high frequency vibration when 1s mf T⋅ ≥  is satisfied ( mT  is 
the synthetic aperture time). The expression of the echo signal is:
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The transmitting and receiving signal possess large product of time-width and 
bandwidth, which requires high performance for hardware if sampling and processing 
directly according to Nyquist sampling theorem. Consequently, the dechirp method is 
often adopted, that is, mixing the echo signal with a reference signal, which usually 
refers to the echo signal of a target located at the reference distance refR  and it can 
be expressed as:
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The intermediate frequency signal after dechirp is :
*
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where refR R R∆ = − . 

2.2  Resolution analysis

The range profile can be obtained by the Fourier transform of Equation (5) to the 
range fast-time:
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where sin ( ) sin( ) / ( )c a a aπ π= . The last two phase terms in Equation (6) are 
the residual video phase (RVP) term and the range skew term respectively, and they 
are easy to be compensated because the range profiles are Sinc functions with very 
narrow widths. After phase compensation, the Equation (6) can be rewritten as:

( )

( )

0
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4
                exp sin(2 )
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c
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 (7)

According to characteristics of the Sinc function, it has a peak at 2 /f R cγ ∆= − , and 
its 3 dB width is 0.886 / pT . Consequently, the range resolution of the radar system is:
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c c c
T B B

ρ
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= ⋅ = ≈  (8)

It could be seen from the range profile in Equation (7) and the range resolution in 
Equation (8) that: vibration of the platform or the targets has no effect on the range 
resolution, but a position modulation of the range profiles, and the modulation 
amplitude and the modulation frequency just equal to the amplitude and frequency 
of the vibration. The range resolution of a microwave radar is commonly on the 
decimeter level, and vibrations on the level of millimeter or even micrometer are 
usually can be neglected. However, the terahertz radar can reach a range resolution 
of centimeter or even millimeter level due to the large bandwidth of the transmitting 
signal. In this situation, compensation or correction operations are often necessary if 
high quality imaging results are required. Considering that [ / 2, / 2]m m mt T T∈ −  and 

0 ,0ref pR R y− = , the Equation (7) can be written as:
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If no phase term associated with vibration existed, the ISAR image can be written as:
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where ,0
4

sin 2 exp c
p p i p
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    = + −          is the part unrelated to mt  in 
Equation (9). The azimuth resolution is:
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If the phase term associated with vibration is considered, it can be decomposed as 
follow according to the Jacobi-Anger expansion.
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where ( )nJ ⋅ is the n-order Bessel function. The ISAR image can be expressed:
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As can be seen from the comparison between Equation (10) and Equation (13), 
the azimuth expression is no longer a Sinc function, but the sum of series of Sinc 
functions modulated by Bessel functions because of the influence of the vibration. 
The azimuth resolution in this situation will deteriorate, and the deterioration factor 
is proportional to the carrier frequency. So the deterioration factor in the terahertz 
band is much greater than that in the microwave band. Besides that, interference 
signals in azimuth will emerge.

3  Imaging experiments

3.1  The terahertz radar system

The imaging radar system adopted in this paper is based on the FMCW principle and 
has 221 GHz of carrier frequency with a synthetic bandwidth of 12.8 GHz, thereby 
realizing a 1.17 cm theoretical range resolution. The 0.22 THz radar system consists of 
five modules: the signal source, transmitting and receiving chains, cone-shaped horn 
antennas, the intermediate frequency (IF) module, and the data collection module. 
The terahertz signal is transmitted by a horn antenna after 16 times frequency 
multiplication of a Ku-band (13.45-14.25 GHz) sweeping generator in the transmitting 
chain, and the transmitting power is greater than 3 mW. The differential frequency 
in sweeping generators between the transmitting chain and the receiving chain is 
60MHz. Through harmonic mixing, the received terahertz signal is down-converted to 
IF for super heterodyne reception. A photo of the o.22 THz radar system’s transmitting/
receiving front-ends is shown in Figure 2.
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Figure 2. The transmitting/receiving front-ends

3.2  Imaging experiments

The target is placed on a turntable at a distance of 4m from the radar system, and 
the reference distance is 4m as well. The angular velocity of the turntable is 30°/s. 
The synthetic aperture time mT  is 0.1s, which realizes a 1.3 cm theoretical range 
resolution. The radar system and the targets are placed in an absorbing chamber 
during the experiments. The experiment scene is shown in Figure 3, and the imaging 
results of a corner reflector at different vibration situations are shown in Figure 4.

Figure 3. The experiment scene



168   Analysis of the High Frequency Vibration on Radar Imaging in the Terahertz Band

azimuth (m)

ra
ng

e 
(m

)

-0.5-0.4-0.3-0.2-0.100.10.20.30.40.5
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

(a)

azimuth (m)

ra
ng

e 
(m

)

-0.5-0.4-0.3-0.2-0.100.10.20.30.40.5
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

(b)

azimuth (m)

ra
ng

e 
(m

)

-0.5-0.4-0.3-0.2-0.100.10.20.30.40.5
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

(c)
Figure 4. The imaging results of a corner reflector: (a) is the imaging result when the platform 
doesn’t vibrate. (b) is the imaging result when the platform vibrates on the micrometer level. (c) is 
the imaging result when the platform vibrates on the millimeter level.
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The range and azimuth resolutions of the imaging result in Figure 4 are shown 
below, and it validates the conclusion that: vibration of the platform or the targets has 
no effect on the range resolution, but will deteriorate the azimuth resolution. Curve 
A, B and C in the Figure respectively correspond to the imaging results in Figure 4a, 
4b and 4c.
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Figure 5. The range and azimuth resolutions of the imaging result in Figure 4: (a) is the range 
resolution, (b) is the azimuth resolution.

For the above problem, the phase gradient autofocus (PGA) algorithm is adopted in 
this paper. PGA algorithm has been widely used in the SAR/ISAR field since it was 
proposed in 1989 due to its good robustness and fast convergence [8,9]. The azimuth 
resolutions of a corner reflector vibrating at different vibration situations in Figure 4 
after PGA process are shown in Figure 6, and it is obvious that the azimuth resolutions 
after PGA are close to that when the platform doesn’t vibrate.

Furthermore, experiments on a plane model are carried out and the results 
are shown in Figure 7 and Figure 8. The platform vibrates on the micrometer level 
and millimeter level in Figure 7 and Figure 8 respectively. The results show that: for 
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multiple scattering center targets, the performance of the PGA algorithm is very limit 
in the terahertz band and other high performance algorithms are a subject urgent to 
be studied presently. 
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Figure 6. The azimuth resolution after PGA
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Figure 7. The imaging results of a plane model when the platform vibrates on the micrometer level: 
(a) is the initial imaging result, (b) is the imaging result after PGA.
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Figure 8. The imaging results of a plane model when the platform vibrates on the millimeter level: (a) 
is the initial imaging result, (b) is the imaging result after PGA.

4  Conclusion

The high frequency vibration is very common in the radar imaging field, and it effects 
more significantly in the terahertz band. In this paper, a theoretical model of the high 
frequency vibration of the platform in the turntable imaging mode was established, 
and the effects on imaging resolutions were analyzed in detail. In addition, a 0.22 THz 
imaging radar system is introduced and imaging experiments on a corner reflector 
and a plane model were presented to verify the theory analysis. Finally the PGA 
algorithm commonly used in the microwave radar was tried in the experiments.
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Yu-jia SUN*, Bo DU, Chen WU, Xian-quan HAN
Object Tracking for Satellite Video based on 
Kernelized Correlation Filters and Three Frame 
Difference
Abstract: Recently, correlation filters have yielded lots of promising results in the 
field of target tracking. However, when dealing with object tracking in satellite 
video, KCF tracker achieves poor results, because the size of the target is too small 
compared with the whole image, and the target and background are exactly similar. 
So, in this paper, we introduce the KCF tracker to the satellite video and propose the 
three frame difference algorithm to improve the performance of KCF tracker. For the 
purpose of reducing the probability of drifting in KCF tracker, a simple but effective 
target detection method: three frame difference algorithm is utilized to locate the 
target every once a few frames. Based on combining the KCF tracker and three frame 
difference algorithm, the proposed tracker achieves outperform top ranking trackers 
such as Struck and TLD on two datasets.

Keywords:  correlation filters; satellite video; object tracking; frame difference 

1  Introduction 

Remote sensing satellite image processing has attracted lots of attention, and has 
been widely used in many applications [1-3]. Recently, commercial satellite has 
achieved great process in using the remote sensing devices to capture VHR satellite 
videos. Remote sensing videos have great potentials in traffic flow detection, forest 
cover dynamic monitoring, flood disaster monitoring, etc. According to 2016 IEEE 
GRSS Data Fusion Contest, a high-definition video with the spatial resolution of 
1m from the International Space Station (ISS) was released [4], and has drawn 
much attention about object recognition and tracking for the cars, vessels and 
buildings. The Jilin No.1 commercial satellite produced by China can provide VHR 
satellite videos at 0.74-m spatial resolution. Those advancements prove that it is 
possible to research object tracking in satellite video.

Generally, tracking algorithms can be categorized into two classes, which 
are generative model [5-8] and discriminative model [9-14,18,19] based on their 
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representation schemes. In generative model, tracking is treated as a problem of 
searching for the region within a neighborhood, which is most similar to the target 
object. A variety of search algorithms based on generative model have been employed 
to estimate object state. For instance, 11-tracker [5] used a sparse linear combination 
of the target and the trivial fragmental templates to establish a target model. Adam 
et al. [6] designed an appearance model by utilizing some information fragments to 
deal with pose variation and partial occlusion. When compared with the generative 
algorithms, the discriminative methods have attracted wider attention due to their 
exploitations to the information of target and background. They treat object tracking 
as a binary classification problem. Hare et al. [9] utilized a large number of image 
features to train a classifier based on the Structured Output Support Vector Machine 
and Gaussian kernels. Z. Kalal. [11] uses a set of structure constraints to guide the 
sampling process of a boosting classifier.

Recently, tracking methods based on the correlation filters have been proved to 
obtain good performance in object tracking problem. Henriques et al. [14] proposed 
kernelized correlation filter (KCF) algorithm to conduct dense sampling in the area 
around the target, and transformed the computation into Fourier domain. It can take 
advantage of abundant information of negative samples by dense sampling. Besides, 
KCF transforms the computation from the spatial domain into the Fourier domain 
by constructing a circulant matrix. As a result, the computational cost is reduced 
substantially. Many following studies show that trackers based on KCF are far ahead 
of other trackers evaluated on CVPR 2013 OOTB.

For a VHR image, the total number in a frame can be up to six million pixels, 
more than 100 times of the normal frame, and the resolution of satellite imagery 
is much less than natural image. Those factors will lead to higher probability for 
tracking window drift. Due to the fact that the surroundings in satellite video 
suffer less changes, we utilize the three frame difference method to detect moving 
objects. With assistance from three-frame-difference method, the drift offset 
caused by KCF in object tracking can be reduced.

So, in this paper, we propose a novel tracker algorithm based on the KCF 
and three frame difference. KCF tracker is employed for it takes full advantage of 
negative samples in VHR image and high speed in object tracking. To reduce drift 
error, a simple but efficient target detection algorithm, three frame difference, 
is used to detect the target. The flowchart of the proposed method is shown in 
Figure 1.

The rest of this paper is organized as follow. In Section II, we introduce the 
proposed algorithm. Section III provides experimental results. A conclusion is 
given in Section IV.
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Figure 1. A system flowchart of the proposed algorithm. We can generate many image patches by 
circulant matrix based on the result from prior frame. KCF tracker is built by training the image 
patches, and then searches the area around the base image sample. It will Find the target location 
according to the maximum response value of the classifier. Besides, three-frame-difference is 
utilized to detect the target every given frames. Combine the KCF and three-frame-difference, the 
proposed tracker is able to get a good performance in object tracking

2  Methodology

2.1  Three Frame Difference

For a given video sequences, we mark the current frame as k-th frame and the previous 
frame as (k-1)-th frame. A binary image will be acquired by the formula (1):
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T is a threshold, which is manually set according to experiment result. If T is set 
oversize, the target may be miss-detected. If T is set undersize, too much noise will 
be detected.

Wojcik and Kaminski [15] proposed the three frame difference method. For 
three sequential frames: (k-1)-th, k-th and (k+1)th, firstly we calculate the 1D ( , )x y  
through the k-th frame subtracting the (k-1)-th frame, and 2D ( , )x y  through the (k+1)
th frame subtracting the k-th frame. And then, we get the result D( , )x y  through
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Compared with the two-frame-difference method, three-frame-difference method 
can deal with the occlusion more effectively and reduce the irrelevant noise points. 
Besides, three frame difference method is not sensitive to illumination variation. 
Figure 2 has shown the therapy of three-frame-difference method:

Comparing Figure 2d, 2e with Figure 2f, we can conclude that Figure 2f generated 
by three frame difference has achieved much better result than Figure 2d and 2e. For 
the object outline is more clear and unbroken.

(a) k-1-th frame  (b) k-th frame

(c) k+1-th frame  (d) 1D ( , )x y

(e) 2D ( , )x y   (f) D( , )x y

Figure 2. Visualization of the three frame difference.

2.2  Kernelized Correlation Filters Tracking

The core component of most modern trackers is a discriminative classifier, tasked 
with distinguishing between the target and the surrounding environment. To cope 
with natural image changes, this classifier is typically trained with translated and 
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scaled sample patches. Such sets of samples are riddled with redundancies — any 
overlapping pixels are constrained to be the same. Based on the simple observation, 
KCF [14] was proposed to take full advantages of negative samples and reduce the 
redundancies. Besides, KCF regards the tracking problems as regression rather than 
classification. For each sample, instead of labeling the positive samples as 1 and the 
negative samples as 0, KCF gives a value ranging in [0,1]. Similarly, Struck [9] utilizes 
a loss function assigning a continuous value for each sample.

A typical tracker based on correlation filter trains the classifier with a target 
region sample image X, and set its size to I*J, Through circularly shifting X, 
shown in the (5), the method obtains numerous training samples .,i jx , where 
( ) { } { }, 0,1,..., I-1 0,1,..., J-1i j ∈ × . 
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where x represents the base sample, and X represents the training samples through 
circularly shifting x. Figure 3 has shown the process of creating training samples based 
on the target region sample, which represent the 2D image. KCF utilizes a classifier to 
map them to the Gaussian function label ,i jy . Then, the algorithm models the target 
with the filter W. It can be achieved by searching for the minimum value using the 
following formula (6):

2 2
, ,

,
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where ϕ  denotes the kernel function mapping features into a kernel space, and λ  
is a regularization parameter. Following [14], we know that , ,

,
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In (7), xxk  stands for the kernelized correlation [14], F is defined as the discrete 
operator. In this paper, we adopt a Gaussian kernel function, as:

' 2 2 1 *
2

1k exp( (|| || || ' || 2 ( ( ) ( '))))xx x x F F x F x
σ

−= − + − �    (8)

where 1F −  represents the inverse Fourier transformation, * ( ')F x  stands for the 
conjugate of ( ')F x , and �  is the Hadamard product of the matrix. 

In detecting phase, we firstly take the target location in the former frame as the 
central position, clip an image patch z of the size I*J in the new frame, and compute 
the response value of the classifier based on (9): 
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1ˆ ( ( ))xzy F A F k−= �     (9)

where x̂  is the learned target appearance model. The response value ŷ  stands for 
the similarity between the candidate target and the real target. Therefore, the current 
position of the target can be detected by searching for the maximum value of ŷ , that 
is:

ˆmax( )L y=     (10)

Finally, we output the target location in the current frame, and take the output 
window as the base sample for next frame.

Figure 3. Examples of vertical cyclic shifts of a base sample. Our Fourier domain formulation allows 
us to train a tracker with all possible cyclic shifts of the base sample, both vertical and horizontal, 
without iterating them explicitly.

2.3  Model Update

Algorithm 1. The procedure of the proposed algorithm
Input: video frame (t) and lt-1

Method:
1. Sample a set of image batches based on lt-1, where lt-1 is the tracking result at previous frame.
2. Each image patch is Imposed a weighting factor for showing the similarities with the result at 

previous frame based on distance between the pixels.
3. Build the KCF tracker by training the image patches in step (b) In order to reduce the probability 

of overfitting, we add a 2-norm to control kernel function.
4. Every a few frames, three frame difference is utilized to detect the target and output lt and lt will 

be used as input for step 1). 
5. Find out the maximum value of ŷ , Image patch with the max value L will be selected as 

tracking result. Combine the step (4) to output lt.

Output: tracking location lt

For the most time, KCF tracker is employed for its high speed and reluctant accuracy 
in satellite video. KCF tracker will drift and lost its target for two factors. First, the 
target in VHR image contains less information, for its size is too small compared with 
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the whole image. Second, target and background is exactly similar in VHR image. In 
this paper, we introduce the three frame difference to correct the drifting error caused 
by KCF tracker. The specific strategy is that every a few frames or the tracking window 
drifts drastically, three frame difference is used to detect the target and outputs the 
result. The output window will be used as the input window for KCF tracker. Repeat 
this process, proposed tracker will track the target at high accuracy and acceptable 
speed (50fps).

Generally, the proposed tracker utilize three frame difference to correct the error 
generated by KCF tracker. The basic procedure of our algorithm is presented in the 
following table Algorithm 1, and Figure  1 shows the pseudo-code of the proposed 
algorithm.

3  Experiment

3.1  Implementation Details 

Since the satellite video data is relatively scarce, we acquire two videos generated 
from the 2016 IEEE Data Fusion Contest, Deimos Imaging and UrtheCast, and Chang 
Guang Satellite CO., LTD. The first video describes the traffic conditions of a harbor in 
Canada, and the second video describes the traffic conditions of New Delhi. The scene 
sizes of the three videos are all 3840×2160 pixels. Both the two videos contains 1024 
frames. To make our work more meaningful, we select the moving trains as the targets. 
Figure 4 shows the detail of two datasets. Besides, we initialize the position of the first 
frame, and evaluate the proposed algorithm by comparing the output window with 
the ground truth window. For comparison, 3 state-of-art tracking algorithm, TLD [11], 
STRUCK [9] and KCF [14] are employed to evaluate the proposed algorithm. The three 
trackers have been proved achieving top performances in CVPR 2013 OOTB datasets. 

The proposed algorithm is implemented in C++ Opencv library on 8G memory 
with 3GHz desktop. The speeds of the proposed algorithm with HARR-LIKE feature 
[17] and raw pixels are 40 fps and 50 fps. The size of the searching window is set 1.5 
times of the target size. The σ used in Gaussian function is set to 0.5, the cell size of 
HARR is 4×4 and the orientation bin number of HARR is 9. The regularization λ is set 
10-4. We set T in (2), (3) as 10 to apply the three frame difference method to reduce the 
probability of drifting.

3.2  Evaluation 

Bounding box overlap and the average center location error referring to [16] are 
provided to make more quantitative comparisons. Table 1 shows the average center 
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location errors (in pixel). Table 2 shows the average bounding box overlap score (%). 
Figure 5 shows some representative screenshots about the two video sequences.

To make the comparisons more quantitative, Table 1 and Table 2 show the accurate 
results according to the CLE and OS. The best performance was marked with red bold 
digits and second best performance was marked with blue bold digits. The character 
“X” in the Table 1 and Table 2 represents the tracker fails on the dataset completely. 
On all the two datasets, the proposed algorithm ranks first and second. TLD and 
STRUCK didn’t perform well, even losing the target completely, although these three 
algorithms have achieved outstanding results in the CVPR 2013 OOTB. 

(a) Harbor in Canada                                     (b) New in Canada
Figure 4. Details of Two datasets evaluated in our experiments are listed.

Figure 5. Screenshots of Some Three Videos Tracking Results
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Table 1. Average Center Location Errors (in pixel)

OURS ON HAAR-LIKE OURS ONRAW PIXEL KCF TLD STRUCK

Canada 12 13 17 18 15
New Delhi 9 11 Х Х Х
Average CLE 11 14 Х Х Х

Table 2. Average Bounding Box Overlap Score (%)

OURS ON HAAR-LIKE OURS ON RAW PIXEL KCF TLD STRUCK

Canada 68.46 57.37 48.21 48.46 57.34
New Delhi 61.38 51.64 Х Х Х
Average CLE 64.91 53.85 Х Х Х

4  Conclusion

In this paper, a new algorithm based on kernelized correlation filters and three 
frame difference is proposed for object tracking in satellite video. Given the speed 
and accuracy of the tracker, for the first time, we introduce the kernelized correlation 
tracking to high resolution satellite video, and combine three frame difference method 
to reduce the drift raising by the original KCF tracker. Combining KCF and three frame 
difference, we can deal with the satellite video tracking accurately at the acceptable 
speed, such as 40 fps on HARR feature and 50 fps on raw pixel. Three satellite video 
datasets were used to evaluate the proposed algorithm with three state-of-the-art 
trackers. The experiments show that proposed algorithm on HARR feature ranks first, 
and the proposed algorithm on raw pixel ranks second according to the CLE and OS. 
Therefore, it is proved that the proposed algorithm is a robust and efficient method to 
deal with tracking in the satellite video.
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Fan LI, Rui MO, He-lun SONG *, Yao-hui ZHANG
Noise Removal and Detail Enhancement of Passive 
Infrared Image Pretreatment Method for Robot Vision
Abstract: In order to explore the usefulness of thermal infrared imaging as a mobile 
robot sensing modality and to make feature extraction more effective and accurate, 
an algorithm for noise removal and detail enhancement of the blurred infrared image 
based on Guided filter has been raised in this paper. We first used a guided filter to 
smooth the input image and separate it into a base layer and a detail layer. Then 
constraining the gradient of the detail will get a reliable halo free detail layer and using 
gain mask to enhance it later. Meanwhile, the base layer controls the gray scale contrast 
which also needs to be processed with adaptive histogram equalization. Finally, the 
two parts of the image combined with weighted coefficients will be exported into the 
second guided filter. This method has the advantages of computational simplicity and 
a great performance. Many experiments and illustrations have been made to prove its 
effectiveness in improving the perception ability of vision system for a mobile robot.

Keywords: infrared thermal image; guided filter; detail enhancement; noise removal; 
robot vision

1  Introduction

The properties of infrared thermal imaging technology make it not only visually 
display the object surface temperature field in the form of pictures, but also enable 
it to show the environment and identify targets highly robustly to changing lighting 
conditions and other environmental effects. It is a relatively new field to exploit the 
thermal infrared imaging as a mobile robot sensing modality, such as being used 
for mobile robot object Identification [1], Simultaneous Localization And Mapping 
(SLAM) [2].

However, compared with a visible light camera, the context of infrared images in 
the video-based SLAM system has some most serious challenges:

 – Limited resolution
 – High noise
 – Low contrast
 – Poor texture distribution
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Academy of Sciences, Suzhou, China, E-mail: hlsong2008@sinano.ac.cn
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The four listed disadvantages of infrared thermal imaging have a great influence 
in achieving a large number of reliably tracked features between frames in a thermal-
infrared video sequence [3]. Therefore, infrared image pretreatment method is 
meaningful and necessary for robot vision.

Most researchers’ work about passive infrared image pretreatment is for the 
purpose of human vision, which is different from robot vision. Moreover, we need to 
not only deal with the higher temperature object of the infrared image, but also focus 
on the blurred infrared image with no significant difference in temperature or the 
background part of the heat source object. In this paper, we introduce a pretreatment 
method that aims at enhancing the details, preventing noise amplification and 
removal unwanted halo artifacts effectively.

2  The principle of the proposed algorithm

The basic strategy of our proposed algorithm is that a guided filter could smooth 
the input image and separate it into the base layer and the detail layer. Then high 
frequency information is enhanced by our modified certain strategy in the detail 
layer. Meanwhile, the base layer controls the gray scale contrast which also needs 
to be processed with histogram equalization. Finally, the two parts of the image 
combined with weighted coefficients, the assembled image will more smooth and less 
noisy after exported into the second guided filter. The completed processing pipeline 
is schematically illustrated in Figure 1. Since the GIF is the key to our algorithm, we 
first give a fast review on how the GIF works.

Guided Filter Projection 
Histogram Combination Second GF

Halo Artifact 
Removal

Gain Mask 
enhancement

Input Image Output Image

Ibase

Idetail

Figure 1. The proposed method block diagram

2.1  Guided Image Filtering [4]

The guided Image filter smooths an input image p under the guided image I. A local 
linear model assumes that filtered output q is expressed by a linear function of I in a 
window ωk centered at pixel k:

qi = akIi + bk, ∀i ∈ ωk  (1)
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where (ak, bk) are some linear coefficients assumed to be constant in window ωk. A 
square window is used in the original formula of 2D guided filtering. We can determine 
the linear coefficients by minimizing the difference between q and p.
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The least squares solution of (2) is given as:
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where  and  are the mean and variance of I in wk, |w| is the number of pixels in, 
wk and  is the mean of p in wk. Because each pixel lies in the overlapping windows, 
then a pixel’s smooth result is the average of multiple estimates, we rewrite the final 
Equation:
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where  and  are the average coefficients of all 
windows overlapping i.

2.2  Histogram Redistributionfor base component

A projection histogram is very suitable in image dynamic range compression [5]. 
Because the basic level of detail is less, and the dynamic range is large, so it can be 
compressed directly without taking into account the loss of details. In this paper, we 
use the improved projection histogram technique. 

Firstly, with statistical image histogram information H (x), the histogram of 
the base layer is binarized by a threshold T. The number of pixels in the histogram 
is greater than the gray value of T marked as 1, otherwise marked as 0. Then the 
cumulative histogram distribution is obtained by the histogram D (x):
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The maximum range of output image R as:
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where nvalid denotes the total number of the valid gray levels and D is the dynamic range 
of a monitor. This limit ensures that the output image gray level range does not exceed 
the display effective display range. Taking into account it that the image background 
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is relatively simple and effective gray level is relatively small, the histogram could be 
distorted and full of noise. Here we focus on how to raise the output value in a better 
and more effective way. The histogram projection output is modified as follows:
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Pare is a controllable parameter for fine tuning the output brightness. To ensure that 
the output gray level is less, then the output image will not be compressed to a very 
low brightness. IBP is the basic layer after histogram redistribution.

2.3  Removal of halos Artifacts

Though the guided filter is better than bilateral filter about avoiding the gradient 
reversal artifacts may appear in detail enhancement detail enhancement for high-
dynamic-range infrared images which have been run through a Guided Filter produce 
halos near some edges [6]. The problem is more acute when enhance the Larger 
multiples of details, so requires a reliable halo free detail layer.

In [7] prevent gradient reversal by directly constraining the gradient of the detail. 
We also force the detail derivatives and the input derivatives to have the same sign. 
However, For the Guided filter’s better edge preserving performance avoid gradient 
reversal, we modify the detail’s gradient by an amplification parameter:
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in which  is the x directions’ gradient of original details,  is the x direction’s 
gradient ofinput image.  is the modified x directions’ gradient. According to 
next process, the gain mask enhancement, δ = 1.5 can give out a good result. The 
y component is defined similarly. After modifying the gradient of detail layer, the 
corrected detail layer is obtained by solving the reconstruction Poisson equation:
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Here, I is the reconstructed image, v is a 2D field of 2D vectors.  is the gradient of I. 

2.4  Gain mask enhancement for detail component

The edge-preserving filtering property of guided filter explained intuitively help us to 
design the gain mask [4]. Consider the case where I = p.

Case 1: “High variance”  ak ≈ 1.
Case 2: “Flat patch”  ak ≈ 0.
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We simplify the gain mask as follows:
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The parameter KH(the max), KL: (the min) can modify the masking function, which 
makes the detail enhancement more controllable. With this function we are able to 
enhance the detail region as much as we need, and directly using save a number of 
computation.

（a） （b）

（c）

（g）

（e）

GRR Gain

（c）

（d）

（f）
（h）

Figure 2. The proposed method flow chart on test image. (a) Original IR image. (b) The base layer by GF. 
(d) The detail layer by GF. (c) The projection histogram of base layer. (f) The halo removal of detail layer. 
(g) The Gain mask enhancement of (f). (e) The combination of (c) and (g). (h) The second GF of (e).

3  Experimental results

3.1  Test images and the process of the method

The workflow of the method displays in Figure  2. In Figure  2a is the original IR 
image. Figure  2b and 2d are the base layer and detail layer after filtering original 
image by GF. Then, we first project histogram the base layer’s gray levels distribution 
and get Figure 2c, and it can be noticed that the brightness of Figure 2c is brighter 
than Figure 2b. Meanwhile, we process the detail layer. As shown in the detail layer 
Figure  2d, there is very dark and blurry of the details because the temperature of 
objects in original IR image is very small. It is necessary to make sure that the detail 
derivatives and the input derivatives have the same sign. After applying the technique 
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removal of halos artifacts, the correction result in Figure  2f. Then the gain mask 
enhancement of Figure 2f is shown in Figure 2g. After dealing with the base layer and 
detail layer, Figure 2e is the combination of them. Finally, Figure 2h is the output of 
the second GF of Figure 2e.

The bright of the enhancement showsthe details clearly. The contrast is better 
than original images, and the local details are perceived well. The parameters setting 
are as follow: the twice of GF is same as: r = 4; eps = 0.5^2. The Gain Mask is KL = 1; 
KH = 3; 

3.2  Comparison with two Guided filter output image

Why use a guided filter twice? This is because after the first filtering of original image, 
the result of the flow of process until the combination of the base layer and the detail 
layer is often used for human observation. However, it is not necessarily suitable for 
robot vision. In the process of detail enhancement will inevitably enhance some noise 
or interference light intensity difference the details are not needed, and micro texture 
are strengthened. Then the second filter not only effectively erases the increased noise 
and the unnecessarily details, but also highlights the key edge. We use the “canny” 
edge extraction algorithm for verification.

(a) (b)

(c) (d)

Figure 3. The “canny” algorithm on test image inside the hall. (a) Original IR image. (b) the edge of 
Original Image. (c) The edge of the first GF process. (d) The edge of the second GF. 
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(a) (b)

(c) (d)

Figure 4. The “canny” algorithm on test image the square. (a) Original IR image. (b) The edge of 
Original Image. (c) The edge of the first GF process. (d) The edge of the second GF. 

The results of comparison are the output edges images of three images. It is very 
obvious that the noise of the original image is terrible, especially the less the 
temperature difference is in an indoor environment. Then, the first GF has good noise 
removal, but the edges are cluttered and there are too many. The last edge image has a 
good effect to use for robot vision, and to a number of works such as SLAM. 

4  Conclusion

In this paper, a novel HDR IR image enhancement approach is presented. Firstly, the 
guided filter is utilized to separate the input image into the base layer and the detail 
layer. Then the projection histogram to make the distribution of the base layer more 
evenly. Then we constrain the gradient of the detail to get a reliable halo free detail 
layer and using gain mask to enhance it. Finally, the two parts of the image combined 
can be used for human observation. In order to get less noise and only main details 
of image, the arranged image will be to exported into the second guided filter. The 
performance of HDR IR image detail enhancement of the proposed method has been 
demonstrated can improve the contrast, enhance the scene details effectively with 
less artifacts. This approach can be useful in many applications for robot vision.
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Failure Mechanism and Support Strategy of Deep 
Roadway with High Horizontal Stress and Broken 
Rock Masss
Abstract: Stability control of deep roadways with broken surrounding rock masses is 
a long-standing issue for deep coal seam extraction. This paper presents an integrated 
investigation of failure mechanism and control strategy of such gate road based on the 
field investigation, numerical calculation, laboratory tests. The results demonstrated 
that the broken characteristic of the rock masses and the high horizontal stress are 
main factors for the failure of the roadways. Based on this, a new combined support 
strategy, incorporating high strength bolts/cables, large-tonnage yieldable long ring 
supports, and delayed grouting measures, was proposed and successfully applied 
for the field test. Field monitoring results indicated that the new combined support 
strategy can be treated as an effective measure for such roadway support.

Keywords: roadway; surrounding rock; horizontal stress; deep mine; yieldable 
support;

1  Perface

With the exhaustion of shallow coal resources, many mines are moving deep. Deep 
coal roadway supports have become an important restricting subject. Among them, 
the high-horizontal stress fractured roadways are special in deep mines. Because 
of the extremely developed fault and fold, the surrounding rocks are cut by the 
primary structure and mining-induced fractures, the horizontal stress convert into 
the maximum principal stress [1]. There are problems of surrounding rock dilatancy, 
large bulking deformation, caving and support system damage in this kind of 
roadways after construction. It is hard to ensure the roadway long-term stability 
by the usage of the conventional support technique and operating models [2]. 
Through investigation, the problem of high horizontal stress and broken roadway 
surrounding rock control was found that it was pervasive in many deep mines. 
Therefore, analyzing the mechanism of deformation and failure of roadway, and 
finding rational and scientific surrounding rock control measures are important for 
the realization of safe and efficient production in such roadways.
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In recent years, experts and scholars have done numerous researches and 
practices in deformation and failure control of surrounding rock in deep roadways, 
and have made a variety of control techniques and support theories. In deep high 
horizontal stress broken roadways, the deformation and failure characteristics and 
mechanism change obviously. Special support theory and control measures should 
be taken in this condition.

In order to ensure that the -980 roadway will be stable longer, this paper combine 
the complex geological conditions of the high horizontal stress broken surrounding 
rock in -980 roadway. Analyzing the deformation and failure characteristics, a 
comprehensive control system consisting of bolting and shotcreting combined 
support technique and large tonnage yieldable long ring support and delayed 
grouting reinforcement was proposed.

2  Engineering Background

2.1  Engineering Conditions

Xing Dong mine -980 roadway buried in -1040m deep is a permanent main 
roadway. The roadway passes through the limestone, 2# coal seam, silt and other 
geological layers, lithology and thickness change a lot, the fissure develops well but 
incomplete, and the engineering activities cause large deformation. The roadway is 
located at the second horizontal where has dense structures, more than ten faults 
have the gap above 5m. The stress test shows that the maximum principal stress is 
about 45MPa (horizontal direction), intermediate principal stress is about 25MPa 
(vertical direction), the minimum one is about 25MPa (horizontal direction), the 
lateral pressure coefficient is 1.5~2.0.

2.2  Original support pattern and strata behavior

The -980 roadway is 383m long, the straight wall arch section, 4.5*3.5m, the initial 
support is bolting and shotcreting, with MG335 threaded steel bolt, and the space 
between the bolts is 800*800mm, the Φ=14mm steel bar ladder beam and Φ=6mm 
cold-drawn metal mesh, C20 concrete are used as the grouting material.

There are significant squeezing and fractured belt caused by horizontally 
compressive movement in roof surrounding rock. The broken belt along the roadway 
to extend the 10~34m, swelling deformation of the surrounding rock significantly, 
the maximum settlement is 1.0~2.0m, many complex sections have vicious collapse, 
the maximum roof fall is 5~8m, resulting in a full obstruction. The deformation by 
sides is serious, the maximum deformation is 1.0m. The whole floor heave is serious, 
the maximum deformation is more than 0.5m, the middle part became a circular-
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arc after the deformation. Bolt twisting, shedding, pallet damage, reinforced girder, 
steel mesh tearing, lining cracking happen. Roadway section is only 3.1*1.8m. There 
are no choices but to arrange the maintenance team to repair the roadway because 
of the damaged support.

3  Failure mechanism analysis

3.1  Broken Characteristics of Surrounding Rocks

The fractured, low mechanical strength and more susceptible surrounding rock is 
the direct reason of the failure of the -980 roadway. According to the boring data, part 
of the immediate roof is inter-bedded marl, 1.1m thick, and the uniaxial compressive 
strength is 35.97MPa. The roof contains plant fossils’ fragments, developed joint 
fissures, unstable and easy caving. The main roof is 8.4m thick muddy siltstone with 
developed joint fissures, and it causes separation and deformation easily. The floor 
is sandy shale. With the effect of high-concentrated stress caused by the excavation, 
surrounding rocks become broken immediately; simultaneously with the obvious 
creep characteristics, the deformation lasts about a half year, the broken-expand 
surrounding rock deformation is large, and fracture depth is high.

Although MG335 high-strength fully grouted bolts has been used, considering 
the condition of the extreme broken surrounding rock, the bolts are not enough. 
Most bolts in the broken area fails. In the process of the rock deformation, the bolts 
move along the surrounding rock, and the rock still broken. Besides, according to 
the analysis of the mineral composition of the surrounding rock, there are illite 
and montmorillonite which are water-swelling; the water spraying and seeping, 
resulting in the swelling and deformation, and imposing deformation compressive 
stress on the support, causing the tearing of steel-mesh and the lining crack.

3.2  Effect of High Horizontal Stress on Surrounding Rock Stability

As an important part of the stress of primary rocks, tectonic stress is almost 
horizontal. Engineering, deformation and failure of supporting, rock burst, serious 
floor heave, coal and gas outburst etc. dynamic disasters have a close relationship 
with the tectonic stress [3]. Under the condition of that, the mechanism of the failure 
and deformation of surrounding rock is different with the normal.

Using the FLAD3D analyses the influence law of horizontal stress on the -980 
roadway surrounding rock displacement and plastic area. The model size is 
40*30*32m, and the section of three-center arch is 5.1*4.3m. There are displacement 
constraints at the bottom and horizontal direction in the model. Considering the 
intensity weakening during the process of the deformation of the deep surrounding 
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rock, strain-softening model was used in the coal seam and roof and floor [4], Mohr-
Coulomb model was used for calculation, and the mechanical parameters are in 
Table 1.

Table 1. Mechanical parameters of strata

stratum density
/kg/m3

bulk/GPa shear/Gpa cohesion /MPa friction/(°)

shale 2800 7.87 3.38 2.26 28

2#coal 2690 6.87 3.30 1.00 28

siltstone 2800 8.95 4.88 2.50 30

mudstone 2350 3.55 2.10 1.80 24

coal 1350 2.35 1.47 1.00 20

medium sandstone 2750 9.95 4.92 2.56 30

Research scheme: vertical stress σz =25MPa on the top of the model, horizontal stress 
λσz on the horizontal direction, lateral pressure coefficients λ=1.0, 1.2, 1.4, 1.6, 1.8, 2.0 
in turn. Monitor the dynamic response pattern of the plastic area and the displacement 
under the condition of various horizontal stresses, and analysis the response pattern 
of surrounding rock stability with the horizontal stress in deep mines. 

In Figure 1 when λ=1.0,1.2,the plastic failure range differences among roadway’s 
roof and floor and sides’ surrounding rock are small, and the shallow surrounding 
rock in roof experiences tensile failure; while the sidewalls’ shallow rock experiences 
tension-shear failure, and shear failure is the main failure for deep surrounding 
rock; when λ=1.4,1.6, the plastic failure in sidewalls transfers to the roof and floor, 
and the failure range in roof and floor is larger than that in sidewalls, the shallow 
surrounding rock experiences the tension-shear failure, and the sidewalls shallow 
area experiences tensile failure; when λ=1.8,2.0, the shear failure range of roof and 
floor rock greatly increases, and the effect of shear failure is obvious. Thus, with 
the increase of horizontal stress, the surrounding rock plastic failure transfers from 
sidewalls to roof and floor, and the depth of the roof and floor failure is large, which 
corresponds to the characteristics of in-situ engineering; and the plastic failure 
area is almost an arch. With the increase of horizontal stress, the width and height 
increase.
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Figure 1. Plastic area distribution under different side coefficient

Figure 2 shows the surrounding rock failure depth curve under different lateral 
coefficients. The relationship presents a linear growth, while the sides’ surrounding 
rock failure depth’s effect on the horizontal stress is weak. The lateral pressure 
coefficient in the high-horizontal stress area of -980 roadway reaches 2.0; contrast to 
the low-horizontal stress roadway (1.0), the failure depth in the roof has a 1.12 times 
increase; and the failure depth in the floor has a 0.81 times increas; while the failure 
depth in sidewalls stays at 3.7m, the failure depth of all parts of the roadway is over 
the acting area of bolt supporting, which corresponds to the conclusion of borehole 
observation. The several collapse accidents in -980 roadway have close relationship 
with the deep failure of the surrounding rock. Moreover, even the sidewalls’ effect on 
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the horizontal stress is weak, the failure depth stays over 3.0m. Attention should be 
paid to the stress caused by the rock movement for it is a threat to the safety of roof.
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Figure 2.  Relationships between the depths of surrounding rock failure and side coefficient

Place sensors in roof, floor and the middle of the sides to monitor the roadway’s 
surface displacement; Figure 3 presents the relationship between surrounding rock 
surface displacement and lateral pressure coefficient. As shown in the Figure  3, 
with the increase of horizontal stress, the roof surface displacement increases in an 
exponential function, while the floor and sidewalls’ displacement increases in a linear 
growth. Contrast to the low-horizontal stress roadway (1.0), in -980 roadway’s high-
horizontal stress area (2.0) the displacement of roof-floor and sidewalls increased by 
1.72 times, 2.04 times, 2.50 times, from 441mm to 1200mm, 351mm to 1068mm, 285mm 
to 998mm respectively. It is obvious that high-horizontal stress is the main factor on 
-980 roadway displacement. 
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Figure 3. Relationships between displacements and side coefficient
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According to the numerical analysis, the high-horizontal stress influence on -980 
roadway roof and floor’s plastic failure and displacement distribution is over that 
on the sidewalls; with the increase of horizontal stress, the depth of roof and floor’s 
failure and displacement presents a linear or exponential increase. Thus, the roof and 
floor are the key factors, meanwhile, the larger depth of sides’ failure which affects 
the safety of roof.

4  Control technology

4.1  Stability Principle 

After the roadway excavation, the surrounding rock stability is extremely low, and 
large scale broken area appeared in a short time; with the outstanding horizontal 
stress and the unreasonable roadway section and other factors, the deformation of 
shallow area become larger. The conventional anchor-net-shotcrete support did not 
work, which causes the transfer of high horizontal stress to roof and floor and the 
failure of deep surrounding rock, even roof caving; and finally results in the instability 
destruction of the roadway full section. Therefore, applying reasonable support 
system and improving the carrying capacity and restricting the deep surrounding 
rock damage are the key factors to ensure the long term stability of -980 roadway.

This paper proposes the control stratagem of the -980 roadway: high-intensity 
support should be put into practice to tackle the strong deformation of the initial 
stage of roadway excavation and form a bearing structure with some strength and 
stiffness, and participate in the adjustment process of surrounding rock stress and 
restrict the surrounding rock’s initial large deformation. Secondary supporting is 
used after the release of deformation to provide the final support strength and to 
restrict the permanent deformation and the development of failure and to ensure the 
stability. Strength enhancement measures of the fragmented surrounding rocks are 
used to improve the whole strength and provide effective support and improve the 
whole stability of the support structure.

4.2  Control Technology 

1. High strength bolts/ cables support technique. The high pre-stressed and high 
strength bolts in the surrounding rock improve the surrounding rock inherent 
shear strength, and strictly restrict the surrounding rock shear deformation along 
the preexisting fractures and epigenetic fissures [5], and high stiffness pre-stressed 
bearing structure forms in the anchorage area. Cables impose high compressive 
stress on the surrounding rock, which combines with the compressive stress area 
caused by bolts into framework net structure, then forms large scale high stability 
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surrounding rock bearing structure. The surrounding rock residual strength and 
peak strength has been improved significantly, which effectively restrict the 
development of surrounding rock deformation and reduce the early decrease of 
surrounding rock strength.

2. Secondary support measures with large tonnage yieldable ring support. 
Considering the -980 roadway surrounding rocks’ complicated characteristics 
and the roadway’s long service time, employ the large tonnage yieldable 
supports to reinforce the surrounding rock. The yieldable ring supports provide 
enough support resistance, improve the surrounding rock strength, and ensure 
the effective transfer of the horizontal stress. The ring supports can transfer the 
local deformation stress to the whole support. Through the connection between 
the support and the surrounding rock the high-horizontal stress in the floor can 
transfer and diffuse to the low stress area in the sidewalls. These characteristics 
of the supports can decrease the floor stress concentration degree [6]. 

3. Delayed grouting measures. The -980 roadway surrounding rock has developed 
joint fissures and experienced several fractures. In order to ensure the long 
term roadway stability, deep and shallow grouting holes should be applied to 
reinforce the surrounding rock; the main function is as follows [7,8]: improving 
the deformation rigidity and shear strength; the function of the slurry concretion 
network skeleton: the surrounding rock collapse condition transferred from the 
fracture weak plane strength condition to the rock strength condition; transfer of 
the surrounding rock failure mechanism: the fissures full of solidified materials 
or compacted transferred from two-dimensional stress state to three-dimensional 
stress state, strength improved, brittleness weakened, plasticity improved. 

5  Industrial Tests

5.1  Support Scheme and Construction Technique

Enlarge the roadway section into a three-center-arch with a 5.095*4.361 section. 
Employ the Φ22*3000mm grouted bolts that with a space of 800*800mm. Employ the 
Φ21.8*8500mm cable, and the row-line space is 2000*800mm. Yieldable support is 
made by 36U steel, and every pillar has four parts, and lap length is 450mm. Employ 
clamp as the connector and the space is 80mm; and the space between supports is 
800mm. Grouting holes are in a row and the row-line space is 1500*3200mm. There 
is a hole every 5 supports, and the depth of the holes are 1m, 2m, 8m respectively, 
and the length of the grouting pipes are 0.6m, 1.2m, 2.0m respectively. There are eight 
pipes in each row. Deep and shallow holes are in staggered layout, and the dip of the 
grouting hole in the roof and floor is 35. The deep grouting hole is close to roof and 
floor, while the shallow ones are close to sidewalls. The grouting materials are No.42.5 



 Failure Mechanism and Support Strategy of Deep Roadway   199

cement and sodium silicate. The first shallow hole grouting pressure is 1.0MPa, and 
the second is 2.5MPa, and the deep hole grouting pressure is 6.0 MPa. 

6  Conclusion

1. With the increase of horizontal stress, the plastic broken areas in the sidewalls 
transfer to the roof and floor, and the depth of the presents a linear increase. 
The depth of the sidewalls changes little, and the roof displacement presents an 
exponential function increase. The floor and sidewalls’ displacement presents a 
linear increase.

2. The failure mechanism of such roadway surrounding rock are as follows: 
developed and low strength surrounding rock fracture, large scale fracture, 
high-horizontal stress and unreasonable section and failure support, aggravated 
shallow surrounding rock deformation, the transfer of high-horizontal stress, 
failure of the deep surrounding rock and roof caving.

3. High-strength cable support forms high intensity and large thickness pre-stressed 
bearing structure in the surrounding rock. The yieldable ring support ensures 
the transfer and diffusion of high stress to low stress area, and implements the 
even distribution of surrounding rock stress. Grouting improves the intensity 
of the surrounding rock and ensures its integrity. The engineering experiments 
show that this technique effectively solves the problem of high horizontal stress 
surrounding rock control.
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Design of a Climbing Robot for Nuclear 
Environmental Monitoring
Abstract: As nuclear science and technology develop, robotic applications are 
becoming common and important in nuclear islands and beyond. Climbing robots 
designed to replace human workers for nuclear environmental monitoring at high 
altitudes with dangerous working conditions offer security and efficiency. This paper 
proposes a feasible design of a ladder-climbing robot, including the mechanical 
structure, the control system and a human-machine interface, and a feasible gait 
planning based on the designed robot.

Keywords: nuclear robot; climbing robot; gait planning

1  Introduction

With the enormous development of the nuclear power industry, the demand for 
nuclear robot applications in NPP (nuclear power plants) is constantly rising. 
Numerous specially designed robots have been developed according to different 
working purposes, which cover the operation, the inspection, the maintenance and 
the decommissioning either inside or outside of nuclear islands [1-4]. 

Inside nuclear islands, robots are often required to operate under water, in high 
temperature, or under strong radiation. For this kind of operation, the ‘Pegasys’ robot 
has been designed by Westinghouse Electric Company for plugging tubes in PWR 
steam generators [5]. For instrument inspection, in nuclear reactor vessels, the Korea 
electric power research institute developed an underwater robotic system, which is 
already applied in the PWR in Yonggwang nuclear power plant [6,7]. In primary circuit 
feeder pipes, a snake-arm robot system designed by OC Robotics in Britain is applied 
in CANDU reactors in Canada [8,9]. For instrument maintenance, an underwater 
welding technique, including an underwater welding system developed by Toshiba 
[10] and the YAG-laser repair welding robot developed by Ishikawajima-Harima 
Heavy Industries Company [11], is important to use to fix stress corrosion cracking 
[12]. For instrument decommissioning, the excavator-like robot “Brokk 180” designed 
by Brokk Company is used in decommissioning nuclear facilities at Dounreay [13].

*Corresponding author: Yang LIU, Sino-French Institute of Nuclear Engineering and Technology, Sun 
Yat-Sen University, Zhuhai, China, E-mail: LIUY338@mail.sysu.edu.cn
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Outside nuclear islands, robots have fewer requirements connected radiation 
and temperature, but more with the architecture. For environment inspection under a 
normal nuclear environment, the robot “Warrior” [14] uses tracks to obtain mobility. 
Under a nuclear accidental situation, the “Quince” robot [15] was also equipped with 
crawlers designed with tracks to overcome obstacles and steps.

Structure climbing is one of the common actions required for the operation, 
inspection and maintenance both inside and outside the nuclear island. A climbing 
robot with efficiency performance and high accuracy could serve as a good platform 
to replace a human’s manual operations. The design of a climbing robot is specialized 
according to the features of different working conditions. Robots equipped with 
suction cups, such as the “ROMA” robot [16], can move omni-directionally on slick 
wall, while a high dryness, slickness and flatness is required for the wall. On the 
contrary, robots equipped with spines, such as the “CLIBO” robot [17], can climb on a 
rough wall, but a high roughness of the wall is needed. Robots with clampers usually 
use a paralleled structure to climb tubes or rods, such as the “TREPA” robot [18], 
however, crossing obstacles is difficult for these robots. As shown by “Quince”, and 
“Warrior”, robots with track can easily cross obstacles. Moreover, this kind of robot 
can also climb stairs with a large load [19], even though the stairs will not have a great 
slope. Robot with limbs and claws, such as the “ASTERISK” robot [20], can also afford 
a large load to climb ladders, while the motion is complicated so that the climbing 
efficiency will not be as high as the other types of robot. 

Another structure that can serve as a potential consideration for climbing robot 
design is the ladder. A ladder is a common auxiliary tool that stands everywhere 
especially for vertical architectures with high altitudes, such as nuclear environmental 
monitoring towers. A well designed robot which is able to climb a ladder will have 
a wide application range to assist humans working in high altitude architecture. In 
this paper, a ladder-climbing robot is designed as the working platform for automatic 
instrument maintenance and decommissioning to replace humans working in such a 
dangerous working environment. In consideration of the ladder structure, a climbing 
strategy and the corresponding mechanical structures, a remote control system and 
the human machine interface are proposed together with a performance analysis.

2  System configuration

The robot system includes a mechanical structure, a control system and a human-
machine interface.
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2.1  Mechanical Structure

The robot has a car-like structure for the feasibility of ground moving with two 
degrees of freedom. More precisely, using a structure with two front unidirectional 
driving wheels and two back omni-directional wheels, the adjustment to the moving 
direction of the robot can be controlled by the rotational directions and the difference 
between the rotational speeds on the driving wheels. A DC (direct current) motor is 
chosen as the driving motor for the front wheels. 

When the robot climbs on the ladder, these four wheels act as the supporter that 
keep the robot hands grabbing on the rungs of the ladder properly. Four guiding 
wheels are installed to maintain the movement direction. Figure 1 shows a sketch of 
the robot’s mechanical structure.
 

Driving Wheel 

Omni-directional Wheel 

Fixed Hand 

Mobile Hand 

Direct Current Motor 

and Velocity Sensors 

Stepping Motor and 

Velocity Sensors 

Guiding Wheels 

Synchronous Belt-pulley 

Crank-slider 

Camera and PTZ 

Hooking Finger 

Ratchet-pawl 

Electric Magnet 

and Electric Relay 

Figure 1. Mechanical structure of the robot

The robot uses four grabbing hands to preserve the balance on the ladder: two front 
symmetric hands fixed on the frame of the robot and two back symmetric hands as 
mobile hands, which are mobile compared with the fixed hands. The two fixed hands 
grab on the same rung of the ladder, so as two mobile hands on another rung. To 
climb, the distance between the fixed hands and the mobile hands should change 
periodically. A crank-slider structure imposed with a motor can offer the mobile hands 
such a periodical displacement without breaking the motor’s continuous rotation. 
A selection of a stepping motor assures accuracy for the climbing movement and a 
synchronous belt-pulley is used to improve the output torque of the stepping motor.

The climbing mechanism demands the hands not only grab on rungs for the 
robot’s balance, but also cross over rungs for the augmentation or the diminution 
of altitude. A hand with three working positions is composed of a hooking finger, an 
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electric magnet and a ratchet-pawl structure. With a suitable control of the electric 
magnet, the state of the hand is able to be switched between crossing upward a rung, 
crossing downward a rung and grabbing on a rung. 

In order to diminish the self-load of the robot, the geometry parameters of the 
mechanical components are optimized by using a finite element method. Almost all 
the mechanical components are built with aluminum alloy except some important 
loading components such as the shaft and the key of the pulley. 

2.2  Control System

The control system of the robot (Figure 2) is consisted of an Arduino board, a couple 
of wireless RF (radio frequency) modules, DC motors with driver, a stepping motor 
with driver, photoelectric velocity sensors, photoelectric position sensors, electric 
magnets, electric relays, a WIFI camera with PTZ (pan-tilt-zoom) control platform and 
a computer. The computer is the host-computer and the Arduino board with necessary 
circuits is its slave-computer. The camera and its PTZ platform form a visual system. 
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Figure 2. Control system of the robot
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Data transmission is realized by two independent ways respectively: a, the real-
time video and the command and feed-back signal between the camera and the host-
computer are transmitted by WIFI through the Internet Protocol; b, the command and 
feed-back signal between the slave-computer and the host-computer are transmitted 
RF through the RS232 Protocol. The separation of visual system data from the control 
command guaranties the transmission bandwidth and improves the reliability of 
system.

During the motion of the robot, the host-computer keeps sending orders to the 
slave-computer until the robot reaches its aimed position. Within each command 
period, which can be chosen from 0.1s to 1s, the salve-computer enables motors. 
Consequently, the robot will be stopped automatically without any order. It assures 
that the robot can still be stopped even under a bad communication environment. 

2.3  Human-machine Interface

On the consideration of the Windows system, the interface is developed on the basis of 
MFC (Microsoft Foundation Classes) programming for the control and the inspection 
of the robot. The interface is composed of two modules: the real-time video module 
and the serial port communication module.

The real-time video module is developed to realize user login, PTZ control, real-
time video display, video recording and image capture. That can support the camera 
integrated (DS-2CD3Q10FD-IW, HIKVISION®). The data transmission of video relies on 
the LAN (local area network) built by a portable rooter.

For the serial communication module, RS-232 communication protocol is adopted. 
The reading file and writing file function, the thread listening function and other files 
related to serial communication are considered as the fundamental part. With these 
basic files, the following functions are realized:

 – accessible port selection;
 – operation mode selection, including ground moving mode, ladder climbing mode 

and automatic climbing mode;
 – relative parameters set, such as speed, sensibility, etc.;
 – long press control by the virtual button and keyboard;
 – display of the robot state.

To realize remote control, a wireless communication through RS-232 communication 
protocol between the robot and the human control software on the computer is 
realized with the help of the couple of radio frequency module. A string of numbers in 
a length of 8 or 15, whose first and last number is the check code, is sent to give orders 
or to feed back information.
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3  Ladder climbing strategies

The crank-slider structure transforms the continuous rotational movement denoted 
by the motor into a periodical linear to-and-fro movement for the mobile hands. With 
the help of switching the state of the hands for grabbing or for crossing, the robot can 
climb up or down on the ladder. The climbing procedure is the cycling of three primary 
states shown in Figure 3. The robot starts the climbing from the initial state, shown 
in Figure 3a. At this state, the robot hangs on the ladder by keeping a long distance 
between the fixed hands and the mobile hands. To climb up on the ladder, the robot 
decreases the distance between the fixed hands and the mobile hands while the fixed 
hands grab the rung, retaining its old position. Consequently, the mobile hands move 
across one rung to grab the upper rung and reach its transitional state, shown as 
Figure 3b. Next, the distance is enlarged by keeping the mobile hands grabbing on 
the rung and moving the fixed hands across one rung to grab the upper one. At the 
end of this movement, the robot reaches its climbed-up state, shown as Figure 3c and 
finishes its climbing cycle one time. The robot climbs up one-rung distance in one 
climbing cycle. The distance between the fixed and mobile hands in the climbed-up 
state is the same as that in the initial state. The climbed-up state is the initial state of a 
new climbing cycle. The climbing down procedure is to cycle the climbing up process 
in adverse order.

 

  

(a)      (b)     (c) 

 

Ladder 

Mobile Hand 

Rung 

Fixed Hand 

Referential Rung 

Figure 3. Climbing cycle of the robot states (side-view): a, initial state on lower altitude; b, 
transitional state; c, climbed-up state
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In the climbing procedure, both fixed and mobile hands are required to grab the 
rung and to move over either the upper rung (for climbing up) or the lower rung (for 
climbing down). In order to satisfy this requirement, the robot hand is designed to 
integrate a ratchet with a pawl driven by an electric magnet and a rolling-up spring 
that provides the recovery stress. The working sequences of one hand for climbing 
up and climbing down the ladder are presented in Figure 4 and Figure 5 respectively. 

By controlling the pawl and the relative position of the hands on the rungs, the 
robot can climb the ladder without breaking the continuous rotation of the loading 
motor. Consequently, the energy dissipation to change the rotation direction of the 
motor is avoided and the energy is used more efficiently for climbing. Furthermore, 
the accumulation of the rotational angle error due to the change of the rotational 
direction can also be avoided.

 

 
   (a)     (b)      (c) 

 
   (d)     (e)      (f) 

 

Fixed Hand 

Rung 

Referential Rung 

Ladder 

Figure 4. Hands’ working position for climbing up (side-view): a, grabbing on rungs; b, crossing 
upper rungs; c, unlocking ratchets; d, having crossed upper rungs; e, locking ratchets; f, grabbing 
on upper rungs
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(a)      (b)      (c) 

 
   (d)      (e)      (f) 

 

Fixed Hand 

Rung 

Referential Rung 

Ladder 

Figure 5. Hands’ working position for climbing down (side-view): a, grabbing on rungs; b, unlocking 
ratchets; c, crossing under rungs; d, having crossed under rungs; e, locking ratchets; f, grabbing on 
under rungs

4  Conclusion

The ladder-climbing robot is developed with the realization of the mechanical 
structure. The control system is constructed to realize the required motions. The 
human-machine interface is composed based on the need of operation and inspection. 
According to the specific design of the robot, the climbing mechanism and the gait 
planning are conceived. 
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Yu-heng HE, Kai FENG, Heng JU, Cheng-xin LIN*
The design and simulation of the new Space Release 
Device 
Abstract: For the reason that traditional space release device has the drawbacks of 
high shock and inflammability, this paper presents a new design of incomplete thread 
space release device. The structure of the release device was designed first, and the 
main parameters of the components were calculated. The strength check of the 
springs inside the release device and the dynamic of the device were obtained by the 
ADAMS software. What more, the static strength of main components was analyzed 
by the ANSYS software. The results indicated the release device possesses feasibility, 
and the designed parameters satisfy the theoretical requirements and the strength 
check. The device meets the purpose of fast release and low shock whose release time 
is 0.36s and the maximum velocity is 14.4121cm/s. 

Keywords: Space release device; Incomplete thread; Dynamic simulation; Intensity 
check

1  Introduction

Space release device is widely used in the space missions, such as the separation of 
the satellite and rocket and the space expansion of large appendages. It can provide 
preload for the attachments’ locking to ensure its completeness under the launching 
impact. What’s more, it can release under the instruction of the space orbit state [1].

At present, the space release device is mainly pyrotechnical products, such as the 
pyrotechnic bolts which is a mature and reliable technology. Although the reliability 
of the pyrotechnics is checked out by countless tests, it is still inflammable, explosive, 
nonreusable and hard to store. Due to these reasons, the application of pyrotechnic 
bolt is limited on many conditions [2,3]. The United States, Russia and other countries 
have used memory alloys as the material of release mechanism in space fields since 
1980s [4-6]. The Fast Acting, Shock less Separation Nut, developed by Strays Research 
Corporation, represents a kind of release devices with low-shock and non-pyrotechnic 
[7]. However, the structure of the separation nut is relatively complex.

For the reasons that traditional space release device has these shortcomings, 
the new design of incomplete thread space release device is presented. This paper 
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introduced the structure and the release process of the new-type space release device, 
and it calculated the main parameters of the device. The dynamics of the incomplete 
thread space release device was simulated by the ADAMS software, verifying the 
feasibility of the device. Meanwhile, the main bearing components of the release 
device were also proceeded the strength check by the ANSYS software.

2  The Methods of Design and Simulation 

2.1  The Structure Design and Working Mechanism of the Release Device

The structure diagram of the space release device is shown as Figure 1.

Figure 1. The structure diagram of the space release device

The bolt connects the upper and lower junction plate by the way of crossing the center 
of the hole, and the connection between the bolt and the upper nut is incomplete 
thread connection. On the upside platform of the upper nut, the circular ring groove 
which has a 60 degrees in radians is used to limit the upper nut’s rotation. What’s 
more, the upper nut’s radial position is limited by the deep groove ball bearing. The 
needle roller bearing is used to support the upper nut’s rotary, and the radial locating 
of the upper nut’s lower part is guaranteed by the match between the upper nut and 
the needle bearing’s top circle. The initial torque of the upper nut is applied by the 
torsion spring which at the bottom of the upper nut and fastened with the housing. 
Meanwhile, the shear set is adopted to ensure that the entire device can bear the shear 
force, the shear sleeve is adopted. Because of the connection of the spline sleeve and 
the bolt, the bolt can’t rotate during upper nut’s rotation. The compression spring 
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provides axial force for the bolt, so that the device can release successfully. The bolt’s 
bottom part connects with the lower nut by the way of thread, which is used to apply 
initial pre-tightening load on the bolt. After completely releasing, the bolt and the 
lower nut will be hold by the shield.

When the device got release instructions, the rotate limitation is relieving. Then 
the upper nut begins to rotate due to the non-locking feature of the thread and the 
initial torque of torsion spring. When the upper nut and the bolt’s threads are fully 
staggered, the groove on the top of the upper nut contacts with the small cylinder of 
the trigger device to restrict the rotation of the upper nut. Then the bolt disconnect 
with the upper nut by the driving force of the compression spring, and the upper and 
lower junction plates separate to achieve the release. 

2.2  The Dynamic Simulation of the Space Release Device

In order to obtain release time and release shock of the space release device, the 
dynamic was simulated by the ADAMS software. The ADAMS software (developed 
by MDI Company, the United States) uses the interactive graphics environment, the 
parts library and the constrains library to establish the fully parameterized geometry 
model. And the dynamic equations are used to simulate the dynamic by the virtual 
prototype [8].

2.2.1  The basic algorithm of the ADAMS software
The ADAMS software uses the Lagrange equation method to establish the system 
dynamics equations. It selects three rectangular coordinates of the mass center in each 
inertial reference frame and three Euler angles which determining the orientation of 
the rigid as Descartes generalized coordinates. The Lagrange first equation with a 
multiplier can handle complete restraint system or a complete restraint system of 
the redundant coordinates to export the kinetic equations which has the variable 
of Cartesian coordinate. The calculation program of the ADAMS software uses Jill 
rigid integral algorithm and sparse matrix techniques, and it greatly improves the 
computational efficiency [9].

2.2.2  The coordinates of ADAMS 
Most of the mechanical system use rectangular coordinate system and the widely used 
Cartesian coordinate is a rectangular coordinate system which adopts right-hand rule. 
All vectors of kinematics and dynamics can be represented by the coordinates of the 
unit vectors along three components. The reasonable coordinate system can simplify 
the motion analysis of mechanical system. Three coordinates were often used in the 
ADAMS software, as follow.
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a) Ground coordinate system. The ground coordinate system is also called static 
coordinate system, and it is a coordinate system fixed on the ground. In the ADAMS 
software, the positions, directions and speed of whole members can express by the 
ground coordinate system.
b) Local part reference frame (LPRF). This coordinate is fixed on the members and 
moved with it, and each member has a local reference coordinate system. The 
position and orientation of the member are determined by the way of the position and 
orientation of the local reference coordinate system on the ground coordinate system. 
c) Marker system. The marker system is also called marker, and it is an auxiliary 
coordinate system for simplifies the modeling and analysis. There are two types of 
marker system: fixed marker and floating marker. The fixed marker is fixed on the 
member and moved with the member. And the location and direction of the fixed 
marker can be determined through the position and orientation of the fixed marker 
in the partial elements coordinate. What more, the fixed marker are also used to 
define the shape of the member, the position of the centroid, the point of action and 
reaction, the connecting position of the members and so on. The floating marker 
moves relatively to the member, and some force and constrains are located by the 
floating marker in the motion analysis of mechanical system [10].

2.2.3  The solving equation of dynamics
The ADAMS software uses the Cartesian coordinates and Euler angles of the rigid 
body’s (Bi) centroid as generalized coordinates, that’s qi=[x, y, z, ψ, θ, ϕ]T. For a system 
which includes severe (n) rigid bodies, that’s 

q= [qT 1,qT 2,…,qT n]T. 

The ADAMS software uses Lagrange-multiplier method to establish the kinematic 
equations of the system, as Eq. (1) shows.

( )
T

T T T
q q

d T T Q
dt q q

ϕ ρ θ µ
 ∂ ∂

− + + = ∂ ∂ 


  (1)

The complete constraint equation is shown as Eq. (2):

( , ) 0q tϕ =   (2)

The incomplete constraint equation is shown as Eq. (3):

( , , ) 0q q tθ =   (3)

Where, T is the kinetic energy of the system, q is the generalized coordinates array 
of the systems, Q is the generalized force array, ρ is the Lagrange multiplier array of 
complete constraint, μ is the Lagrange multiplier array of incomplete constraint.

The kinematic equation of the system is reduced-order to first-order algebraic 
differential equations and written into the general form, as Eq. (4) shows. 
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Where , u is the generalized velocity array, λ is the reaction forces and force array, F 
is the system dynamics and user-defined differential equations, Φ is the constrained 
algebraic equations array.

If the state vector of the system is define as y= [qT,uT,λT]T, then the above equations 
is written as (y y, ) 0g t =， .

These equations are Differential-Algebraic Equations (DAEs), and the ADAMS 
software uses two algorithms to solve DAEs:
a)  The DAE is solved directly. The software provides three powerful integration 

solutions of variable order and step size: GSTIFF integrator, DSTIFF integrator 
and BDF integrator. Those solutions are used to solve the nonlinear and sparsely 
coupling differential-algebraic equations, and this method is suitable for the 
simulation of stiff system.

b)  The ABAM integrate solution of the procedure is used. The ADAMS software 
decomposes generalized coordinates into independent or non-independent 
coordinate coordinates by constraint equations. Then the DAEs are curtailed into 
ordinary differential equations (OBE) for its solution. This method applies to the 
system which simulate eigenvalues undergo mutation or high frequency system [9].

2.2.4  The analysis process of the ADAMS software 
With the component library and the constraint library modules of the ADAMS 
software, the model of the system was established in accordance with the actual 
physical parameters of the system. (1) It checks the original input data first before 
the software analyzes, when the data doesn’t have errors the software will judge the 
freedom of the whole system. If the degree of freedom is zero, it will simulate the 
kinematics of the release device. Otherwise it will begin its dynamics simulation or 
static analysis; (2) The software solves matrixes with its powerful integrators; (3) 
Before the end of the simulation, the simulation is success when the Jacobian matrix 
or matrix organization are not singular. The relevant parameters could be measured, 
and its curves could be drawn; (4) Otherwise, the simulation is fail. The model and 
the constrained conditions need to be re-examined, and the simulation time, steps or 
other parameters need to be re-setted until the simulation results are correct.

2.2.5  The modeling of the release device
Firstly, the model of the space release device was built. Due to the poor capability 
of the automatically dynamics analysis software in the modeling of the mechanical 
system, it is unsuited for the modeling of complex construction. Thus the 3D design 
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software SolidWorks, a mechanical product design as the main object of the CAD/
CAM/CAE integration, was used to establish the solid model. The solid model 
includes the upper nut, the bolt, the upper and lower junction plates and so on, and 
the entirety model of the space release device was shown in Figure 2. 

Figure 2. The model of the space release device in the Solidworks software

2.2.6  The simulation conditions 
The system is simultaneously bore the axial force of the compression spring, the 
torque of torsion spring and the bolt’s pre-tightening load before releasing. After 
receive the release signal, the bolt’s pre-tightening load is released, and the system is 
only driven by the two springs. In the model, the limited post (the red part in Figure 3) 
which limits the rotary of the upper nut is simulated the trigger stop-action device for 
the system.

The upper and lower function plates in the model are assumed to be stationary. 
The upper and lower function plates were connected with the housing, the spline 
sleeve, the shield and the limited post in the whole system. The connections of the 
bolt and the spline sleeve, the upper nut and the housing are the sliding pair, the 
cylindrical pair, respectively. 

There are 5 contacts in the model: the contact between the bolt and the upper nut 
is friction-type contact; the contacts between the upper nut and the limited post, the 
upper nut and the housing, the lower nut and the shield and the lower nut and the 
splined sleeve are both no frictional contact.

To accurately simulate the relationship between the upper nut and the bolt and 
provide a trigger signal, some assumptions are setting as follow. Firstly, in order 
to simulate the pre-tightening load before the releasing, sliding pair was applied 
between the upper nut and the housing, and a gap was set between the upper nut 
and the bolts’ thread. The upper nut can only move along axis without rotation, and 
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its thread was pressed onto the bolt’s thread by the moved down of the bolt with the 
axial force of the compression spring and the pre-tightening load. Secondly, in the 
release process the script file that the sliding pair will lose efficiency at 0.5s was built 
in the release process, and after that the upper nut rotates. 

2.3  Intensity Check 

In order to research the load conditions of the device, the ANSYS software was used to 
analyze the static strength of main components. The stress and strain contours were 
obtained from the software, verifying the reliability of the device. 

Before the finite element analysis, the type of the finite element analysis unit must 
be determined first, which affects the meshing of the model and the accuracy of the 
analysis. The solid45 unit is often chosen to define the solid model. While the solid95 
unit is more advanced than solid45 unit, and it is applied to the model of the curved 
boundary. The unit possesses plasticity, creep, stress stiffening, and capabilities of 
large deformation and large strain. What’s more, this unit has 20 nodes, and each 
node has three translational degrees of freedom in the X, Y and Z directions. It can 
absorb irregularly shaped units without losing accuracy. Thus, considering the actual 
forces of the upper nut, the time for computing and other factors, solid95 unit was 
chosen for analyze. 

Considering the feasibility of the simulation on the complex structure, the 
free mesh method was chosen. The material of the upper nut, the bolt, the spline 
sleeve, and the shear set are steel, their elastic modulus, Poisson ratio is 210GPa, 
0.3, respectively. The contact surface of the upper nut and the needle roller bearing, 
the surface of the bolt contacted with the lower nut and the surface of the spline 
sleeve contacted with the lower nut were exerted 122.5kN axial surface load. And fully 
constrained in the direction of X, Y and Z were applied on the thread part of the upper 
nut and the bolt, and on the surface of the spline sleeve which connected with the 
lower junction plate. Meanwhile, the shear set was only bear the shear force. The 
surface of the set contacted with the lower junction plate was put constraint, the set 
could move along axis and rotate around the axis. The surface of the set contacted 
with the upper junction plate was exerted 20kN shear force.

3  Results and Discussions

3.1  The parameters of the springs

In order to increase the releasing, the connection styles of the upper nut and the bolt 
are trapezoidal thread, and the no self-lock feature should be insured. The thread 
parameters calculated is shown as Table 1. 
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Table 1. Parameters of the thread

Thread type Thread angle Pitch Nominal diameter Pitch diameter of thread

Double trapezoidal 
thread

α=30° P=4mm d=18mm d2=16 mm

For the reason to reduce the separation time, the initial torque and axial should 
provide for the upper nut and the bolt. While the torsion spring and compression 
spring couldn’t bear big force, the parameters of those spring calculated by the 
formulas are shown in Table.2, Table.3. 

Table 2. Parameters of the torsion spring

Spring Wire 
diameter

Number Of turns Rotation angle Pitch diameter Spring rate

d=4mm n=2 φ=60° D=40 mm T`=179 Nmm/°

Table 3. Parameters of the compression spring

Material Mean diameter of coil Diameter Pitch Number of total coils

Carbon spring steel wire B D=32mm d=3mm p=9 mm n0=9

3.2  Results and Analysis of the ADAMS Software

3.2.1  The checkout of the springs’ performance
The value of the torque and the output force were simulated to examine whether they 
corresponds with the value of the theoretical loading [12]. The torque curve of the 
torsion spring was shown as Figure 3.
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Figure 3. The torque curve of the torsion spring 
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The Figure 4 indicates that the torque of the torsion spring is 10785.9Nmm within 
0.5s, and this value is fully consistent with theoretical calculation. When received 
release signal at 0.5s, the torsion spring drove the upper nut rotating, and the torque 
reduce to 0 at 0.54s. This showed that the spring could be completely released within 
0.04s.

The axial force curve of the compression spring was shown in Figure 4.

0.0 0.5 1.0 1.5
-50

0

50

100

150

200

Th
e 

fo
rc

e 
of

 th
e 

co
m

pr
es

sio
n 

sp
rin

g 
(N

)

time (s)

Figure 4. The axial force curve of the compression spring

The Figure 5 indicates that the axial force of compression spring is fluctuating within 
0.0003s, and this is the instant effect of applied pre-tightening load. During 0.0003s 
to 0.5s, the spring is in compressed state. And due to the slight displacement of the 
bolt, the axial force of the spring can maintain around 135N which is less than the 
theoretical calculation (139.08N). Because of the effect of the thread on the upper 
nut, it would lead the bolt have a slight axial displacement during rotation when the 
system received release signal at 0.5s. Meanwhile, the spring is compressed, and the 
axial force is slightly larger. So the axial force of the compression spring will have a 
slight increase at 0.5s. At the same time, the upper nut and the bolts’ threads was 
completely staggered. Then the bolt dropped down, and the compression spring 
stretched. Afterwards the process of the bolt was bottomed out and driven the 
compression spring stretching.

Therefore, the loading conditions of the torsion spring and compression spring 
was conformed to the requirements of the theoretical design, which would apply the 
foundation of the subsequent dynamics simulation.

3.2.2  Results and analysis of the dynamic simulation
The axial displacement curve of the bolt was shown in Figure 5.
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Figure 5. The axial displacement curve of the bolt

The Figure 6 indicates that the pre-tightening load between the upper nut and the 
bolt was stable, and the rotation of the upper nut was hold by the limited post during 
the time 0s ~ 0.5s. So the bolts had no displacement during this period. When the 
device got a release signal at 0.5s, the upper nut started to rotate, then the bolt have 
an inverse axial displacement. When the incomplete thread of the upper nut and the 
bolt stagger, the bolt left the upper junction plate at 0.86s, and the device completely 
released. The subsequent displacement change of the bolt was caused by the bottomed 
out of the bolt and the shake with the compression spring. Consequently, the device 
can achieve the release, and the release time is 0.36s which is lower than the time of 
the design requirements.

The velocity curve of the bolt was shown in Figure 6.
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Figure 6. The bolt velocity curve



 The design and simulation of the new Space Release Device    223

From the Figure 7, the velocity of the bolt changed in an instant because of the applied 
pre-tightening load within 0.004s, and then the velocity remained stable. The upper 
nut began to rotate when the device got a release signal at 0.5s, and the bolt possessed 
a reverse velocity. What’s more, the bolt didn’t drop down until the thread completely 
staggers. The maximum velocity of the bolt is 14.4121cm/s when the bolt nearly 
touched the shield. However, there’s the cushion at the bottom of the shield, so the 
impact of the shock reduce gradually. 

3.3  The Results of the Intensity Check by ANASY Software

The results of stress and strain contours of the upper nut are shown in Figure 7 and 
Figure 8. 

 

Figure 7. The stress contour of upper nut

Figure 8. The strain contour of the upper nut
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The maximum stress get from the software is 1597MPa, which appears on the end face 
of the upper nut and the lower end position. The upper nut material is steel TM210 
and its yield strength is 1960MPa, so the upper nut’s structure can meet the strength 
requirement. The maximum deformation of the structure is only 0.2826mm, which 
appears on the upper cylindrical of the upper nut, it also meet the design requirement. 

The results of other parts are shown as follows, as shown in Figure 9 to Figure 14. 
Their strength and deformation also meet the requirement.

 
Figure 9. The stress contour of the bolt 

 

Figure 10. The strain contour of the bolt
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Figure 11. The stress contour of the spline sleeve

Figure 12. The strain contour of the spline sleeve 

Figure 13. The stress contour of the shear set
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Figure 14.  The strain contour of the shear set

4  Conclusion

This paper designed the structure of the incomplete thread space release device. The 
main parameters of the thread and the springs were also calculated.

The ADAMS software was used to carry on dynamic simulation and verify the 
force and the torque of the springs. The release time and the maximum velocity of 
the device got through the simulation is 0.36s, 14.4121 cm/s, respectively. The device 
releases fast and has a very low shock.

The ANSYS software was used for the intensity check of main components. The 
main components that the upper nut, the bolt, the spline sleeve, and the shear set 
were checked by the software. The maximum stresses got from the software were 
1597MPA, 1847MPA, 1115MPA, and 1638MPA, respectively. Their strengths meet the 
load conditions.
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Tao ZHAN*, Guang-you YANG, Xue-hai CHEN, Wen-sheng LIU
The Adjusting Method of Box Girder Pose based on 
Spatial Coordinate Transformation
Abstract: In the jacking construction of box girder at four points, in order to move 
the box girder to its design position people generally use artificial experience 
methods in which the labor intensity is great and the adjustment time is long. In this 
paper, the idea of spatial coordinate transformation is used to solve the adjustment 
quantity of three-direction jacks in the jacking construction, the principle of box 
girder adjustment is given, and the calculation formula of adjustment quantity of 
three-direction jacks is derived. For the adjustment quantity calculation of redundant 
three-direction jacks in practical application of engineering, a method based on 
coordinate transformation matrix and one based on geometric relation are presented 
respectively in this paper. In addition, in this paper, the influence factors on vertical 
adjustment quantity of jacks are analyzed, and the results show that when the initial 
and design coordinates of measuring points are given, under certain conditions it 
can be considered that the vertical adjustment quantity of three-direction jacks is 
only related to X and Y coordinates of the vertexes of three-direction jacks in the 
initial position, this conclusion helps to reduce the workload of measurement. This 
paper provides a multi-directional asynchronous jacking method based on the use of 
computer-controlled technology with a theoretical basis.

Keywords: Spatial coordinate transformation; Adjusting principle; Redundant three-
direction jack; Vertical adjustment quantity

1  Introduction

In the hoisting construction of box girders, it is very difficult for them to reach their 
design position. In general, the position and orientation of box girders are adjusted 
by three-direction hydraulic jacks, so that the box girders are moved from their initial 
position to their design position. In the jacking construction of box girders at four 
points, the schematic diagram of three-direction jacks positioning is shown in Figure 1. 
At present, the manual adjustment method is often used in the project, which is time-
consuming and laborious, and sometimes even seriously delays the progress of the 
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project. Hydraulic synchronous jacking technology based on PLC can realize the 
translational synchronization of each hydraulic jack in [1], but it cannot realize the 
asynchronous adjustment of each hydraulic jack in all directions and cannot realize 
the adjustment of box girder pose. The idea of spatial coordinate transformation in [2] 
is used in this paper to study the adjustment method of box girder pose and solve the 
adjustment quantity of three-direction jacks, which provides a theoretical basis for 
the quick adjustment of three-direction jacks.

2  The adjustment principle of box girder pose

As shown in Figure 1, the box girder is supported by 4 three-direction jacks in its 
jacking construction. The known condition is that in the geodetic coordinate system 
the coordinates of the measuring points on the box girder in the initial and design 
position, and the coordinates of the vertexes of 4 three-direction jacks which support 
the box girder in the initial position. The problem is how to adjust the displacement in 
three directions of each three-direction jack to make the measuring points reach their 
design position, namely, to make the box girder reach its design position.

Figure 1. Schematic diagram of three-direction jacks positioning

2.1  Selection of measuring points

In engineering practice, the height of measuring pins on the box girder is different, 
and there is a certain error in the measurement. Therefore, it is necessary to select 
three ones from the four measuring points appropriately to reduce the error. The 
specific method is to eliminate the measuring point whose absolute value of the 
coordinate change between the design position and the initial position is maximum. 
In addition, the box girder is lifted by four jacks, although the more jacking points 
there are, the better rigidity the lifting surface has, the smaller the deformation is, 
and the better the stability is in [3], but four-point jacking will cause a redundancy 
problem in [4]. In this paper, we only select three from the four jacks to calculate, 
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and we assume the polyhedron composed of 4 measurement points and 4 vertexes 
of 4 three-direction jacks as a rigid body. Without a loss of generality, we assume 
that the bottom of the box girder is a plane. Thus the coordinates of the vertex of the 
fourth jack can be solved according to the shape of the box girder and the relative 
position of jacks. When the dynamic coordinate system is established on a box girder, 
the adjustment quantity of three-direction jacks can be solved according to the idea 
of spatial coordinate transformation. 

2.2  Establishment of coordinate system

As shown in Figure 2, we assume that in the initial position of the box girder, the 
measuring points selected are A10, A20, A30, and the corresponding vertexes of three 
jacks selected are B10, B20, B30; In the design position of the box girder, the measuring 
points are A11, A21, A31, and the vertexes of the three jacks are B11, B21, B31. The box girder 
is moved from the initial position ∆A10, A20, A30 to the design position ∆A11, A21, A31 by 
adjusting hydraulic jacks, namely, the correct positioning of the box girder is realized. 
Any coordinate system which is fixed to an object can be used as a reference coordinate 
system for describing the position and orientation of an object in [5]. First we create 
a dynamic coordinate system A10 –X0Y0Z0 at point A10, the positive direction of X0-axis 
is the same as the direction of vector A10A20, and the positive direction of Z0-axis is 
the same as the direction of vector A10A20× A10A30, thus the Y0-axis can be determined 
based on the right-hand rule; Similarly, we create a dynamic coordinate system A11 
–X1Y1Z1 at point A11, the positive direction of X1-axis is the same as the direction of 
vector A11A21, and the positive direction of Z1-axis is the same as the direction of vector 
A11A21× A11A31, thus the Y1-axis can also be determined based on the right-hand rule. By 
obtaining the coordinate transformation relations between the dynamic coordinate 
system and, as well as the geodetic coordinate system A10 –X0Y0Z0 and A11 –X1Y1Z1 

the dynamic coordinate system A10 –X0Y0Z0, we can convert the description in the 
coordinate system A11 –X1Y1Z1 of the vertexes of jacks in the design position to that in 
the geodetic coordinate system in [6].

2.3  Calculation of transformation matrix

As shown in Figure 2, we assume that in the coordinate system A10 –X0Y0Z0 created in 
the initial position whose direction vectors of X0-axis, Y0-axis, Z0-axis are respectively 
assumed as a0, b0, c0, the direction cosines of the vectors a1, b1, c1 which are assumed 
as the corresponding direction vectors of X1-axis, Y1-axis, Z1-axis of coordinate system 
A11–X1Y1Z1 created in the design position are respectively (n1,n2,n3),(o1,o2,o3),(a1,a2,a3), 
and the coordinates of the point A11 in the dynamic coordinate system A10 –X0Y0Z0 are 
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(px1,py1,pz1). According to the coordinate systems established in the previous section, we 
can have:
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Figure 2. Coordinate systems established in the adjustment of box girder

The dynamic coordinate system A10 –X0Y0Z0 can be consistent with the dynamic 
coordinate system A11 –X1Y1Z1 through spatial coordinate transformation in [7], we 
assume that the transformation matrix which A11 –X1Y1Z1 is relative to A10 –X0Y0Z0 is:
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We assume that in the initial position, the coordinates of the vertexes B10, B20, B30 
of jacks in the dynamic coordinate system A10 –X0Y0Z0 are respectively B10(xb10

,yb10
,zb10

), 
B20(xb20

,yb20
,zb20

), B30(xb30
,yb30

,zb30
), then we can get:
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We assume that the coordinate transformation matrix which the dynamic 
coordinate system A10 –X0Y0Z0 is relative to the geodetic coordinate system O-XYZ is 
T2, let 
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, then we have
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Among them, (xA10
,yA10

,zA10
) are the coordinates of point A10 in the geodetic 

coordinate system O-XYZ.

2.4  The adjustment quantity calculation of three-direction jacks

By adjusting three-direction jacks under the box girder, the coordinate system 
A10 – X0Y0Z0  coincides with the coordinate system A11–X1Y1Z1, namely, the adjustment 
of box girder from the initial position to the design position of is completed. We 
assume that the adjustment quantity of the three jacks in the adjustment process is 
respectively (∆x1, ∆y1, ∆z1),(∆x2, ∆y2, ∆z2), (∆x3, ∆y3, ∆z3), we continue to assume that D0 
is the initial position matrix of the vertexes of three-direction jacks in the coordinate 
system A10 –X0Y0Z0 and D1  is the initial position matrix of the vertexes of three-direction 
jacks in the geodetic coordinate system O-XYZ, namely,
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Then we can get:
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 (1)

Since the expression on the right side of (1) is consists of the known values which 
have been solved or obtained by measuring, the adjustment quantity of the three 
three-direction jacks in the adjustment process can be obtained, thus the box girder 
can be moved from the initial position to the design position.
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3  Discussion on practical application of engineering

3.1  The adjustment quantity calculation of redundant three-direction jack

During the installation construction of a box girder, the box girder is usually 
supported by 4 or more three-direction jacks. The position and orientation of the box 
girder regarded as a rigid body can be determined by a coordinate system. For the 
adjustment quantity calculation of the rest of the three-direction jacks, two ways can 
be adopted to deal with. 

One way is to make the vertexes of the rest of the three-direction jacks and the 
ones of the three three-direction jacks which have been selected above (namely B10, 
B20, B30) have the same coordinate transformation, then we can get the coordinates 
of the vertex of each redundant three-direction jack in the design position in the 
geodetic coordinate system O-XYZ, so the corresponding adjustment quantity can be 
obtained. Here we take the fourth three-direction jack as an example, we assume that 
in the initial position, the coordinates of the vertex B40 of the fourth three-direction 
jack in the dynamic coordinate system A10 – X0Y0Z0 are (xb40

,yb40
,zb40

) and the ones in 
the geodetic coordinate system O-XYZ are (xB40

,yB40
,zB40

), moreover we assume:
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Then the adjustment quantity (∆x4, ∆y4, ∆z4) of the fourth three-direction jack meet:
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  (2)

Another way is to solve the adjustment quantity of the rest of the three-direction jacks 
by the geometric relation, namely, in the adjustment process of the box girder, the 
vertexes of the rest of the three-direction jacks are always kept in contact with the 
bottom of the box girder by only adjusting the Z coordinate. Without loss of generality, 
we assume there is a fourth jack under the box girder and the bottom of the box girder 
is a plane (If it is not a plane, the adjustment quantity can also be calculated by this 
method according to the relative position relation), the calculation procedures of the 
adjustment quantity are as follows.

We assume that in the initial position, the coordinates of the vertex B40 of the 
fourth three-direction jack in the geodetic coordinate system O-XYZ are (xB40

,yB40
,zB40

), 
the normal vector of plane B11, B21, B31 is n1 = B11B21×B11B31 =(A,B,C), thus the point norm 
form equation of plane B11, B21, B31 in the geodetic coordinate system O-XYZ is:
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 (3)

Because the plane B11, B21, B31 cannot be in a vertical state, C≠0. Thus (3) can be 
converted into:
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From (4), we know that the adjustment quantity ∆z4 of the Z coordinate of the 
fourth three-direction jack is:
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 (5)

The advantage of the second way is that only the Z coordinate of the redundant 
three-direction jack along the vertical direction need to be adjusted, the adjustment 
process is simplified and the work intensity is reduced.

After the adjustment quantity calculation of all three-direction jacks is 
accomplished, the multi-direction asynchronous adjustment of three-direction jacks 
can be realized by multi-axis motion control system, so that the box girder can be 
moved from its initial position to its design position.

3.2  Analysis of influence factors on the vertical adjustment quantity of three-
direction jacks

After the initial position and design position coordinates of measurement points are 
given, the adjustment quantity of three-direction jacks along the vertical direction 
is less affected by Z coordinates of the vertexes of three-direction jacks in the initial 
position, that’s to say, it can be considered that the adjustment quantity is only related 
to X and Y coordinates of the vertexes of three-direction jacks in the initial position. 
The analysis procedure is as follows:

We assume that  
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  thus the design position matrix of 

the vertexes of three-direction jacks in the geodetic coordinate system O-XYZ is:
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Then, the adjustment quantity of the hydraulic cylinder in the vertical direction 
is respectively:
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We assume that c0=(d1,d2,d3), b0=(d4,d5,d6). By separating the variable zB10
 from the 

expression on the right side of (7), we can get:
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Similarly, by separating respectively the variable zB20 
and zB30 

from the expression 
on the right side of (8) and (9), we can get:
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 Thus K12=K22=K32.
Let K12=K22=K32= −K, then we can get:

Δz1 = K11 – K ‧ zB10
  (11)

Δz2 = K21 – K ‧ zB20
  (12)

Δz3 = K31 – K ‧ zB30
  (13)

Substituting multi-group actual data, for example, the initial position and 
design position coordinates of the measurement points as well as the initial position 
coordinates of the vertexes of three-direction jacks shown in Table 1, value K obtained 
is very small (value K obtained from the first set of data is less than 10-7 and values K 
obtained from the second and third sets of data are both less than 10-6), and the values 
of zB10, zB20 , 

zB30 
are less than 102(m), therefore, for a set of engineering data, if value K 

obtained indirectly by (10) is not more than 10-6, the linear part of (11), (12), (13) can be 
ignored, that’s to say we can have:
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Therefore, after the initial position and design position coordinates of the 
measurement points are given, if value K obtained is not more than 10-6, it can be 
considered that the adjustment quantity of three-direction jacks along the Z-axis 
is only related to X and Y coordinates of the vertexes of three-direction jacks in the 
initial position, that is to say, it is not related to Z coordinate of the ones, this helps to 
reduce the workload of measurement.

4  Conclusion

In this paper, the idea of spatial coordinate transformation is used to calculate the 
adjustment quantity of three-direction jacks in the adjustment process of box girder 
pose, and these theoretical calculation values can be displayed intuitively with the 
use of graphical user interface software. The adjustment method studied in this 
paper is mainly aimed at the multi-axis motion control system which can realize 
the multi-direction asynchronous adjustment of three-direction jacks, it facilitates 
the adjustment of box girders with any pose and greatly saves time. In addition, the 
adjustment method is also applicable to the adjustment of the box girder pose where 
the vertexes of many three-direction jacks are not in the same plane. 
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Application of Discrete Element Method in the 
Analysis of Loader Shovel Loading Process
Abstract: Distinct element method is a numerical method which is applicable to the 
analysis of granular material system, and its theoretical model is more suitable for the 
discontinuous, large displacement material particles. In this paper, the application of 
the EDEM software based on the Discrete Element Method in the analysis of the loader 
bucket loading process is introduced. From the force curve of the simulation, it shows 
that the bucket resistance can be increased first, and then gradually decreased to a 
stable value. Through the analysis, the simulation results are in accordance with the 
engineering application, which has certain reference value.

Keywords: Distinct element method; EDEM simulation; Loader shoveling

1  Introduction

Wheel loader (Figure 1) is a type of widely used transport equipment, mainly used in 
mining, construction, railways, roads, ports construction. Its main working process 
can be divided to shovel - Transport - unloading, is one of the main engineering 
machineries. The loader bucket in service, must meet the high loading efficiency, 
small operation resistance, low shovel wear etc. As the direct function parts with 
material, the size of the bucket working resistance directly affects the integral design 
of the loader. Therefore, in the design of bucket, it is very significant to study the 
interaction between the bucket and material. 

However, the bucket is a continuum while the material is discontinuous, and 
material system of shoveling and unloading process is complex and changeable, 
moreover, the interaction force is dynamic, thus the traditional finite element analysis 
for the continuum can not satisfy the needs of bucket design analysis [1]. Therefore, it 
is necessary to explore the new technology which can be used in bucket force analysis.
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Figure 1. Wheel loader

Discrete element method is a numerical method mainly used for study of granular 
materials. It is proposed by Cundall and Strack after their study of the rock mass, 
using rigid element to simplify discontinuous system, and then Newton’s second law 
motion equation and time-step iterative method to obtain the overall state of motion 
of discontinuous system. The calculation process can be summarized as follows: 
Firstly, contact force and the relative displacement are determined according to the 
interparticle contact model; secondly, unbalanced forces between particles were 
calculated on the basis of Newton’s second law; finally, use the time-step iteration 
law and repeat the two process above until the final claiming iterations or system 
tends to force balance. 

The choice of the particle contact model is the core part of the discrete element 
method. Cundall initially proposed a two-dimensional disk contact model shown in 
Figure 2, two spheres’ contact was simplified as springs, dampers, Kn meant normal 
stiffness, dn as the normal damping, Kt as the tangential stiffness, dt as the tangential 
damping. Normal force and tangential force were respectively determined according 
to the Hertz theory [2] and Mindlin-Dereciewicz theory [3]. To achieve a more accurate 
model of the discrete material system, scholars improved contact model of discrete 
element method constantly. In literature[4-8], when the adhesion effect between unit 
was considered, Thorntond formed the Thorntond theory, in which tangential force 
was calculated based on Savkoor and Briggs theory [9], normal force combined with 
the adhesion force JKR (Johnson - Kendall - Rorberts) theory [10] on the basis of the 
original Hertz theory. In document [11], Rothenburg used a two-dimensional elliptic 
disk model for numerical simulation. In document [12], the effect of particle shape on 
the strength and deformation mechanism of the particle system was analyzed by Ting. 
In Document [13], Lin used the three-dimensional ellipsoid contact model, while in 
the literature [14], Oda took into account the rotation of the element, and improved 
the Cundall discrete element model on the basis of the Cundall model.

In short, the model DEM has been developed from simple 2D model to complex 
3D model for the following 40 years since 1971, whose calculation results are getting 
closer to the actual situation. Gradually, it shows the advantage in certain areas.



 Application of Discrete Element Method in the Analysis of Loader Shovel Loading Process   241

Figure 2. DEM model of Cundall

2  Domestic engineering applications of Discrete Element Method

With the development of the discrete element method, the related simulation software 
has emerged. EDEM is a Discrete Element Method analysis CAE software, mainly 
used in the simulation of industrial particles and manufacturing equipment. EDEM, 
having been launched by the Solutions DEM Company since 2002, is recognized by 
more and more users. EDEM simulation is mainly applied in agricultural engineering 
and mining engineering in China. In document [15], by simplifying soybean grain as 
tetrahedral configuration, the process of seed filling, retaining, cleaning, seeding and 
other movement in a mechanical soybean high speed precision metering device was 
simulated. In [16], researchers used EDEM to analyze movement law of rapeseed in 
a centrifugal metering device, as well as the related factors influencing the metering 
performance. Finally, the simulation results compared with the experimental 
results, proved the EDEM reliable. In the literature [17] and [18], authors used EDEM 
to simulate the movement of particles in the large capacity silo, and discussed the 
factors which influenced the material flow blockage in the process of using, which 
provided theoretical basis for optimizing the structure of the silo. In [19], the particle 
motion characteristics in the dense medium cyclone were obtained based on the 
coupling of EDEM and other CFD software.

3  The advantages of using discrete element method to analyze 
the bucket force

The materials that loaders load mainly include iron ore, sand, coal. These materials 
have rough surfaces, angular edges, a variety of shapes, and large size distribution 
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range. Besides, they are interconnected with each other, being very loose, belonging 
to the granular materials.

Granular materials are a complex systems consisting of a large number of 
discrete solid particles in which particle size d is greater than 1μm, interstitial fluid 
viscosity is low and saturation is less than 1, the contact force between the particles 
is leading role, while the thermal motion of the particles and fluid action weak [20]. 
Bulk materials systems can be divided into micro-scale, meso-scale and macro-
scale, their relationships [21] are shown in Figure 3. The micro-scale mainly refers 
to the contact force and adhesion between particles. Meso level mainly refers to the 
force chain formed by the inner contact force. Force chain is relatively stable, net 
distributed structure formed by granular material that contact with each other, which 
supports the gravity and external load of the whole system, but only afford small 
shear. Its main properties related to not only the granular material elastic modulus, 
surface friction coefficient, Poisson’s ratio, but also to the particle system external 
conditions, such as boundary conditions, initial state, external load, bulk particles 
dispersion. Macro scale is the mechanical behavior of the whole particle system to the 
external environment. 

Figure 3. Multi-scale mechanics research framework of particle system

Theoretical model of the discrete element method fully takes account of the system 
discontinuity and large displacement. Therefore, the application in granular 
material system can perform its accuracy. Loading material is mainly ore, sand, coal. 
These materials are discrete, theoretically, it is feasible to adopt discrete element 
method for bucket force analysis. Discrete element method has been applied to the 
design of the loader bucket abroad, while China started relatively late in this field. 
Traditional method of mechanical structure analysis is using the patch to measure 
stress, and the bucket directly contacts with material when working, it is difficult 
to direct patch measurement. Only by indirect measurement method, can the force 
be measured. This is not only cumbersome operation, and experimental design of a 
great impact on the measurement accuracy. Through setting reasonable parameters, 
EDEM simulation can get the interaction force between the material and the bucket, 
providing qualitative reference for bucket design, which is conducive to shorten the 
design cycle and response to market demand rapidly.
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4  The edem simulation of bucket shovelling process 

EDEM mainly contains three modules: Creator, Simulator, analyst. EDEM has 
a powerful geometric modeling capability, allowing users to directly import 
mechanical structure CAD and particle CAD model, which can reduce the difficulty 
of its modeling, and also makes the particles model more accurately reflect the 
actual particle, improving simulation accuracy. What is more, EDEM software can 
also set the physical characteristics of the particle in the custom database, and thus 
reduce repeating operation.

EDEM software simulation module supports multiple operating system 
platforms, users can directly be offered by software contact model, and program 
custom contact model via the software interface; EDEM can be coupled with the 
CFD software simulation, to achieve a solid - liquid / gas two-phase analysis, in 
addition, EDEM can also be coupled with the FEA tool to complete the analysis of 
the structure of the manufacturing equipment. EDEM and other mainstream CAE 
tools coupled, which greatly expanded the discrete element method applications.

EDEM post processing module can achieve visualization and graphics 
operations, users can observe the physical quantity of the measurement that is not 
easy to measure, and can obtain 3D animation, to facilitate the dynamic display 
of simulation results. After calculated by EDEM, the users can get the speed and 
position of each particle, the interaction force chain between particles and the force 
between the particle and the manufacturing equipment. At last, users can get the 
information about the granular system behavior.

The realization of EDEM simulation in the manufacturing industry, we must 
determine the material properties of the granular system parameters, the relevant 
experiment can refer to the literature [22-24]. In theory, simulation parameters of 
EDEM are Poisson’s ratio, shear modulus, coefficient of restitution, static friction 
coefficient and rolling friction coefficient. The following part describes EDEM 
simulation of loader shovel in loading process.

4.1  Setting global model parameters

Global model parameters need to be set are: global unit, contact model, gravity 
acceleration, material characteristics, material contact characteristics, and 
parameters were selected in Table 1, Table  2, Table  3.

Table 1. Main parameters

Name Length Angle Quality Acceleration of gravity Contact Model

Parameter mm ° kg -9.81 m/s2 Hertz-Mindlin(no slip)
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Table 2. Material characteristics

Material Poisson ratio Shear Modulus /GPa Density / kg ·m-3

Stone 0.29 11.1 2090

Steel 0.3 79 7850

Table 3. Material contact properties

Interaction Coefficient of restitution Coefficient of static friction Coefficient of rolling friction 

Stone-Stone 0.5 0.84 0.002

Stone-Steel 0.45 0.47 0.002

4.2  Defining the basic particles and geometry

Material particles shown in Figure 4 was defined as “stone”, size was 14*13*10m3. 
The bucket model shown in Figure 5 was created by the UG, and then imported into 
the EDEM, material selected for the “steel”, the movement of the bucket was set as 
following: 0s-2s, shoveled into material with uniform velocity of 0.12 m/s to the X-axis 
direction; 2s-3s for rotating bucket stage, the angular velocity was 25°/s; 3s-3.27s as 
backing stage with speed of 0.5m/s to negative X-axis direction; 3.27s-4s as lifting 
phase with velocity of 0.1 m/s to the Z-axis direction.

Figure 4. Particle model
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Figure 5. Bucket model

4.3  Defining the particle factory

Factory type was set to generate statically, and the total number of simulation 
particles was 1000, generated at a rate of 1000 per second. The distribution of 
particles was normal distribution, the particle generation location was random, 
with the velocity of 0.1m/s to negative Z-axis. After generated, the particle factory 
was shown in Figure 6.

Figure 6. Particle factory

4.4  Simulation parameter setting

The simulation step size was set to 20%, and the total simulation time was 4s, 
outputting interval was 0.01s.
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4.5  Analysis of simulation results

Simulation process was shown in Figure 7. After the simulation, by using EDEM post-
processing tools, loading weight was measured to be 1.39 kg, shown in Figure 8. 
Eventually, changes of resistance force by bucket were presented in Figure 9.

Figure 7. Simulation process

Figure 8. Loading quality
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Figure 9. The resistance of bucket change with time

5  Conclusion

The simulation results showed that the bucket’s resistance increased rapidly 
and reached the maximum value, and then decreased gradually to a stable value. 
Through the analysis, the simulation results were in accordance with the engineering 
application. Because the materials system was in a static state at the beginning, a 
stable force chain was formed inside. When the bucket was horizontally inserted into 
the bottom of the material system, the materials contacted with the bucket not only 
formed a force chain with the materials above but also with the rear materials. In 
this case, material system could withstand greater external force, so the resistance 
suffered by the bucket gradually increased. As the bucket rotated, the materials 
contacted with the bucket just formed a force chain with the materials above it. Thus, 
the bucket could shovel into the materials with less force, so the resistance force was 
reduced gradually. When the bucket was lifted at a uniform speed, the bucket would 
only be subjected to the gravity of the materials loaded, and its size would be fixed.

Bulk materials are abundant in agricultural and mining production. Loaders bucket 
traditional design method is the empirical formula calculation and experimental 
comparison. The interaction force between material elements and bucket is difficult 
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to be accurately measured, and test cycle is long and costly. Discrete element method 
is a numerical method to solve the problem of granular system. Compared with 
the finite element method, the discrete element method is still applicable to large 
displacement and discontinuous systems, which gives the discrete element method a 
unique advantage in specific fields. EDEM software based on discrete element method 
can facilitate the simulation of particle production process, reduce the prototype test 
and shorten the design cycle, which provides an effective tool for the design of bucket. 
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Jian QIN*, Liang FENG, Jun CHEN, Jian-cheng WAN
Application of Piecewise Catenary Method in Length 
Calculation of Soft Busbar in Ultra-high Voltage 
Substation
Abstract: According to actual setting-up operation condition of the soft busbar in 
the ultra-high voltage substation, the nonlinear piecewise catenary equations are 
established including weight of the insulator string, elastic elongation of the busbar, 
weight load of the electrical fitting etc. several influence factors on basis of the elastic 
catenary equation. The initial value selection plan is also given out for Newton iteration 
method of the nonlinear equations. The method sets both the insulator string and 
the busbar as the catenary lines, and considers the weight of fitting of multiple split 
conductors in the final cable shape, which greatly improves calculation accuracy. 
Reliability of the method is validated through comparison between calculation result 
of the piecewise catenary method and actual data. The piecewise catenary calculation 
forwarded in this paper is simple in formation and small in calculation quantity, 
which is liable to realize by program. The sags corresponding to the different blanking 
length of the busbar are obtained according to calculation results. The method can 
provide the effective mean for the length calculation and engineering construction of 
the soft busbar in the ultra-high voltage substation.

Keywords: substation; busbar; insulator string; piecewise suspension catenary; 
nonlinear equations

1  Introduction 

At present, construction of the ultra-high voltage power transmission line is developing 
in great scale, and the corresponding construction technology of the busbar in the 
substation is changed greatly from the conventional 500kV and 750kV substation. In 
engineering process, the key factor affecting construction quality of the busbar is the 
blanking length of the conductor [1,2]. 

In the conventional substation, length and weight of the insulator string are far 
less than the corresponding parameters of the conductor during construction of the 
busbar, which makes blanking calculation of the busbar conductor as the simple 
suspension cable issue. Length of the insulator string is neglected in the busbar 
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calculation method of the conventional substation, the busbar is considered as 
one catenary line, the single catenary equation or its similar solution is applied to 
calculate blanking length [3]. 

In the ultra-high voltage substation, influence of the insulator string on the sag 
of the conductor is increased because length and weight of the insulator strings in 
the busbar are increased greatly; error is great when the catenary equation is directly 
applied to calculate the blanking length of the conductor, which can’t meet with 
design requirement [4,5]. Therefore Hu Shenghui et al. put forward the combined 
model method [6], which considers the insulator string as the suspension catenary, 
and calculates the busbar as the parabola or the straight line. This method doesn’t 
obtain the accurate cable shape of the soft conductor; it also doesn’t consider the 
influence caused by weight or centralized loads on the sag. 

For the above issue, a piecewise catenary method is put forward in this paper 
for the blanking length calculation of the conductor during construction of the 
busbar in the ultra-high voltage substation. This method can analyse the elastic 
elongation of the busbar and the influence of fitting and centralized loads on the 
sag. Through comparison calculation with the engineering calculation sample in the 
reference document, it is seen the results are in accordance with engineering design 
requirements, which have high engineering practicability.

2  Piecewise analysis of busbar

Lengths of the insulator string and the fitting in the 1000 kV ultra-high voltage 
substation are very great (about 13m), and weights are also greater. Therefore 
influence of the insulator string on the whole sag can’t be neglected, in particularly 
influence is more obvious when the span is very small. 

Because difference of the conductor and the insulator string is very great in line 
density and there is the spacer. fittings in the conductor, the space cable shape of 
the busbar is generally divided into several segments, such as the conductor sections 
and conductor sections. The conductor section is split up by the fittings between the 
insulator strings at two ends, shown as Figure 1. The insulator string section and the 
conductor section are the catenary lines which only bear weight. 

f

Insulator string Conductor

L

Fitting

Figure 1. Diagram of segmented busbar.
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For the split conductor, length changes of the conductors at upper and lower can 
be calculated according to connection conditions at two ends of the conductor.

3  Piecewise equation set of elastic busbar

In the busbar, both the insulator string section and the conductor section are catenary 
lines, set q as the cable density which is distributed along length of the arc, K is elastic 
constant of material, K = 0 for the insulator string (i.e., elastic constant is 0), for the 
conductor K = 1/ (EA0), E is elastic module of the conductor, A0 is section area.

Shown as Figure  2, according to forcing conditions of the suspension cable 
micro-body, elastic catenary equations of height difference h and horizontal span l 
are obtained [7,8]:

2
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In which: H is horizontal component of tangential tension; a = sinh-1 (VA/H), b = sinh-1 
(VB/H), VA, VB are vertical components of tangential tension at end points; s0 is initial 
cable length, s is length of the cable after elastic elongation. 

For the above equation set, horizontal tension H in the cable and vertical force VA, 
VB at end points can be calculated when l, h and s0 are known. 
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Figure 2. Forcing analysis of elastic cable section.
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Figure 3. Forcing analysis of piecewise catenaries.

We will construct the cable equation set of the busbar which is applicable to different 
material and several concentrated loads according to this equation set, and calculate 
its horizontal tension H and the sag f in the cable. 

The whole busbar can be considered as a combination of the Piecewise catenaries 
which are divided according to change point of the material quality, the centralized 
load action point, the suspension cable at every section only bears dead weight 
action. Assuming the suspension cable consists of n sections, the end points of every 
section are Ai, Bi, dead weight density is qi, elastic constant is Ki, initial arc length is 
si, horizontal span is li, height difference is hi (i = 1, 2, …, n). There are n-1 centralized 
loads on conductor sections, which are pi (i = 1, 2, …, n-1) respectively. 

Establish the local coordinate system for every section of the suspension cable, 
and establish the non-linear equation set of the piecewise busbar under several 
centralized loads in every local coordinate system, shown as Figure 3.

3.1  Continuity condition of tension

For the connection point between every cable section, according to the force balance 
conditions at horizontal direction and vertical condition in Figure 4, there are Hi - Hi+1 

= 0, VAi - VBi = pi (i = 1, 2, …, n-1). Therefore it is learnt horizontal tension Hi of every 
cable section is same, which is marked as H. 

Establish the force balance equation of every load point according to VA/H=sinh 
(a) and VB/H=sinh (b): 

1[sinh( ) sinh( )]i i iH b a p+− = (i = 1, 2,…, n-1) (5)
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3.2  Section length 

Length of the insulator string is generally a determined value during construction 
of the busbar in the substation, size of the sag is determined by the blanking length 
of the conductor. The sag which meets with design condition is reversely reckoned 
through adjusting the blanking length side of the conductor. The length equation of 
every section is obtained according to the equation (3):

[sinh( ) sinh( )]i i i
i

H a b s
q

− = (i = 1, 2,…, n) (6)
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Figure 4. Forcing analysis of centralized load action location.

3.3  Compatibility condition

Every section of the busbar shall be in accordance with the whole compatibility 
equation of the horizontal span 

1
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=∑ , obtain the following equation according to 
the equation (1): 
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There is deformation compatibility equation at height direction
1
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=∑ , the following 
equation is obtained according to the equation (2): 
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=

=

−
+

−
=

∑

∑
  (8)

3.4  Nonlinear equation set

Summarizing the above equation, the non-linear equation set of the elastic busbar 
under action the multiple centralized loads are obtained: 
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 (9)

This equation set includes 2n+1 nonlinear equations, unknown numbers are ai (i = 1, 
2,…, n), bi (i = 1, 2, …, n), H, there are 2n+1 unknown number. Therefore the nonlinear 
equation set is enclosed, and it can be expressed as: 

( ) 0F X =  (10)

In which X = [a1, a2, …, an, b1, b2, …, bn, H]T.
Newton iteration method is applied to solve this nonlinear equation set [9]. 
When X is calculated, place into the basic catenary equation (1) and (2) of every 

section, and obtain every position coordination of the busbar, and then the sag is 
obtained. 

4  Initial value selection plan of Newton iteration method

Because calculation of Newton iteration method is very sensitive to selection of 
initial value, the iteration initial value X0 shall approach true solution as possible in 
order to ensure calculation convergence and calculation speed. This paper calculates 
approximate vector height f according to the parabola equation: 

03( )
8

s l l
f

−
=    (11)

And horizontal component H and a1 of tension under action of centralized load are 
further solved: 

2

8
qlH

f
=    (12)

1 1
1 0

4sinh ( ) sinh ( )
x

h fa y
l

− −
=

+′= =  (13)

In which, q  is average density of the section busbar: 
1

1 1

0

n n

i i i
i i

p q s
q

s

−

= =

 + 
 =
∑ ∑   (14)

And initial value X0 = [ 0
1a , 0

2a , …, 0
na , 0

1b , 0
2b , …, 0

nb , 0H ] of the nonlinear equation 
set F (X) = 0 are calculated by the equations (5) and(6).
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5  Validation of calculation sample

In order to validate accuracy of the piecewise catenary calculation of the busbar, data 
in [4] and [10] are compared. 

During actual construction engineering of the busbar in the substation mentioned 
in [4], actual measured span L = 57.58m; lengths of the insulator and the metal string 
at upper layer L1 = 13.42m, quality of the single string is 503.15kg; the conductor 
select the four split heat resistant aluminum alloy diameter expansion conductor, 
actual measured quality of every meter of the conductor is 4.47kg. Carry out actual 
measurement of the sag according to the blanking length of the conductor. 

Table 1. Comparison validation 1.

Conductor length /m Sag/m Error %

Reference document value Calculated value in this paper 

32.804 5.58 5.42 -2.87
33.004 5.86 5.68 -3.07

0 5 10 15 20 25 30 35 40 45 50 55
-8
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-4

-2

0

y

x

 Insulator string 1
 Conductor
 Insulator string 2

Figure 5. Diagram of cable shape when conductor length is 32.804.

Seen from comparison data in Table 1, the sag obtained through calculation of the 
piecewise catenary calculation is very close the actual measurement value, maximum 
error is 3.07%, which meets with design requirements. Rope shape is shown as 
Figure 5 when conductor length is 32.804m.

The calculation sample in [10] is the contour line span of 5 loads, and refers to 
table 2 for basic data. 

Seen from comparison data in table 3, error of horizontal tension is 4.65%, 
error of distance of the lowest point to right end is 0.21%, which meet with design 
requirement. It is seen that shape calculation of the busbar with multiple centralized 
loads is more accurate by the piecewise catenary.
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Table 2. Basic data.

Name Value Name Value

Weight of insulator string /kg 266 Span /m 46.88
Length of insulator string /m 5.7 Weight of unit conductor /(kg·m-1) 5.932
Key weight of first load /kg 0 Distance to right end point /m 41.18
Key weight of second load /kg 113 Distance to right end point /m 38.38
Key weight of third load /kg 60 Distance to right end point /m 31.38
Key weight of fourth load /kg 60 Distance to right end point /m 8.38
Key weight of fifth load /kg 61 Distance to right end point /m 5.7

Table 3. Comparison validation 2.

Comparison item Value in reference 
document

Calculated value  
in this paper

Error

Horizontal tension /kN 12.472 11.892 4.65%
Distance of lowest point to right end /m 27.180 27.238 0.21%

6  Conclusion

In the ultra-high voltage AC substation engineering, the insulator string of the busbar 
is long and weight is great, which affects the sag of the conductor greatly. This paper 
takes the whole busbar as combination of the multiple piecewise catenaries which 
are classified as change point of the material and centralized load action point. And 
tension continuity condition, height difference compatibility condition and the span 
compatibility conditions of every section of the catenaries are analyzed, and the 
balance equation set of the elastic piecewise catenary under action of the multiple 
centralized loads is established. Formation of the equation set is simple, structure is 
clear, which can be solved and calculated by Newton iteration method. Calculation 
quantity is small, and result accuracy is high. 

The forwarded method is applicable to the cable shape calculation of the busbar 
with different height difference and considering weights of several fittings and length 
of the different insulator string, and accurate sag of the busbar is obtained. Accuracy 
of this calculation method is validated through 2 calculation samples. This calculation 
method provides theoretic basis for blanking length calculation of the busbar in the 
ultra-high voltage substation, which is helpful to improve construction efficiency of 
the busbar in the substation, which reduces engineering waste. 
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Calculation Method of Stiffness Matrix in Non-linear 
Spline Finite Element for Suspension Cable
Abstract: Through the characteristics of cubic B spline function, the stiffness matrix 
expression is obtained for the non-linear spline finite element of the suspension cable, 
and the three calculation method is put forward such as the integral by parts method, 
the matrix assembly method based on spline integral and the matrix assembly method 
based on Gauss integral, which are applied to calculate the non-linear stiffness matrix. 
The integral by parts method using the Leibniz formula as foundation can calculate 
every item of the stiffness matrix directly, but its efficiency is low when the matrix 
order is high. The matrix assembly method based on spline integral fully uses the 
local non-zero property of the spline function, converts the calculation of high order 
matrix into calculation of 4 order matrix and its assembly, with high efficiency and 
small storage in calculation. The matrix assembly method based on Gauss integral is 
similar with the method based on spline integral, but its workload is larger than the 
method based on spline integral when the matrix order is high. These calculation 
methods can all be processed by parallel algorithm to improve calculation efficiency, 
which can provide new ideas for high efficient numerical analysis works.

Keywords: non-linear stiffness matrix; spline function; integral by parts; matrix 
assembly

1  Introduction

Performance of the modern computer with high speed provides strong technical 
support for solving the non-linear problems, such as the non-elastic material, the 
complicated contact issue and the large geometrical deformation of the structure 
etc. Following the enlargement and refinement of the structure, working quantity for 
non-linear numerical calculation is also increased greatly [1,2]. In order to improve 
calculation efficiency, solve the problems in structure design and analysis appeared 
during actual engineering, the more efficient and more accurate theoretical algorithm 
is necessary to be proposed. 
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In the finite element, the expression formula and calculation of the stiffness 
matrix is a matter of prime importance [3-5]. The main method for stiffness matrix 
calculation is always numerical integral (generally Gauss integral). In order to 
ensure integral accuracy in non-linear issue, the order of numerical integral shall 
be improved 1-2 orders accordingly, so the calculated amount is greatly increased, 
especially in iteration process of Newton-Raphson method where the stiffness matrix 
shall be generated repeatedly. When free degree is more, time cost is extremely great 
[6,7]. 

On basis of the non-linear spline finite element method [8-10], the calculation 
methods of the stiffness matrix for the suspension cable are forwarded for the large 
geometrical deformation issue, which can effectively improve generation efficiency 
of the stiffness matrix.

2  Characteristic of non-linear spline element

The difference between the spline finite element and the common finite element 
method is that cubic B spline function is taken as the interpolation function. The 
spline function has high accuracy for calculating the angle, stress, strain and bending 
moment etc. 

Nonzero parts of the cubic B spline basic function is generally expressed as 4 
cubic polynomial d1, d2, d3, d4 in unit sections during calculation, shown as Figure 1.

d4

d3

d1

d2

0φ

0 1 2-1-2

Figure 1. Figure cubic B spline function 

The polynomial formulas of the spline function in [0, 1] are 2 3
1 (1 3 3 3 ) / 6d t t t= − + − , 

2 3
2 (4 6 3 ) / 6d t t= − + , 2 3

3 (1 3 3 3 ) / 6d t t t= + + − , 3
4 / 6d t= ,t ∈ [0,1]. 

Cubic B spline base is expressed as tensor base of one dimension base Vξ , 
( )iV Vξ φ ξ= = , 1, , 1i n= − + . V is n+3 dimensions space.

So the arbitrary function in the interval [0, n] can be interpolated by the base and 
expressed as the product of spline function and coefficient.

( ) ( )x Aξ ξ= Φ ⋅  (1)

The spline function vector is 1 0 1[ ( ), ( ), , ( ), ( )]n nφ ξ φ ξ φ ξ φ ξ− +Φ =   and coefficient 
vector is A= [ a-1, a0,…, an+1]T.
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The non-linear spline finite element function forwarded in this paper sufficiently 
uses the advantage of the spline function in interpolation for calculation the integral 
function to reduce the calculated amount.

3  The stiffness matrix of suspension cable

For the suspension cable, the Green strain is
1
2

T TdX dU dU dU
ds ds ds ds

ε = ⋅ + ⋅  (2)

According to the constitutive relation and the principle of minimum potential 
energy, the potential energy function can be expressed as

2
0

1[ ( ) ]
2p s

A E U dsεΠ = − ⋅∫ f  (3)

The stiffness matrix can be expressed as combination of the following integral 
matrixes:

Here, A and B are the known constant vectors, A=[a-1, a0,…, an+1]T, B=[b-1, b0,…, 
bn+1]T.

And then
( , ) ( , )G A B G B A=

0

T Tn Td d d dA B d
d d d d

ξ
ξ ξ ξ ξ
Φ Φ Φ Φ

= ⋅ ⋅ ⋅∫   (4)

So the importance matter of non-linear spline FEM is the calculate method of the 
matrix G(A, B).

Set the matrix G(A, B), the entry in the i-th row and j-th column of the matrix can 
be expressed as:

1 1 1 1

0 0
1 1 1 1

( )
n n n nn n

ij k l k l i j k l k l i j
k l k l

G b a d b a dφ φ φφ ξ φ φ φφ ξ
+ + + +

=− =− =− =−

′ ′ ′ ′ ′ ′ ′ ′= =∑ ∑ ∑∑∫ ∫
 

(5)

It is seen that Gij is the combination of integral of products of four spline functions. 
Calculated amount for the expansion of combination is great and efficiency is 
extremely low.

Three effective methods are proposed for the calculation of stiffness matrixes.

4  Integral by parts method

When 
0

n

k l i jdφ φ φφ ξ′ ′ ′ ′∫  (i, j, k, l=-1,…,n+1) is calculated, the Gij is obtained and then the 
stiffness matrix G.

For products of the 4 spline functions ( ) ( ) ( ) ( )p q r s
i j k lφ φ φ φ (p, q, r, s are derivatives 

respectively), it is carried out by integral by parts until the derivative of the product of 
the spline functions becomes zero.
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( ) ( ) ( ) ( )
0

n p q r s
i j k l dφ φ φ φ ξ∫ ( )

( ) ( ) ( ) ( )
112 ( )

00
( 1)

1 !

nmp q r s mp q r sm
i j k l

m m
ξ φ φ φ φ

+− − − −

=

 = −  +∑  (6)

From the differential Leibniz formula
( ) ( ) ( ) ( ) ( )mp q r s
i j k lφ φ φ φ 

 
( ) ( ) ( ) ( )

0

!
! ! ! !

a b c d

s

s

p i q i r i s i
i j k l

i m a b c d
i m

m
i i i i

φ φ φ φ+ + + +

=
≤ ≤

=
∑
∑  (7)

So ( ) ( ) ( ) ( )
0

n p q r s
i j k l dφ φ φ φ ξ∫  can be calculated.

The derivative of the cubic B spline function can be directly obtained at integral 
end 0 and n, therefore the integral by parts can be directly calculated. And the spline 
function is local nonzero, the product of the spline functions is zero when the interval 
between i, j, k and l is greater than 3. 

Because the method needs repeatedly judge the continuity of derivative of the 
spline function and complete the multi-layer summation, it is inefficient in the 
computer. 

5  Matrix assembly method

5.1  The matrix assembly method based on spline integral

Define 1 0 1[ , , , , ]n n
d
d

φ φ φ φ
ξ − +

Φ′ ′ ′ ′ ′Φ = =   in the matrix G(A, B) of non-linear spline finite 
element method.

The matrix G(A, B) can be seen as the sum of integration in the interval:

0
( , ) ( )

n T T TG A B B A dξ′ ′ ′ ′= Φ Φ Φ Φ∫  
1 2 3 1

0 1 2 2 1
[( ) ]

n n T T T

n n
B A dξ

−

− −
′ ′ ′ ′= + + + + + Φ Φ Φ Φ∫ ∫ ∫ ∫ ∫ 1 2 nM M M= + + +  (8)

i-1 i i+1

1iφ − 2iφ +

i+2

iφ 1iφ +

ξ

Figure 2. The nonzero terms of the spline function in the [i, i+1] interval

According to the compactness of spline function, the Φ or Φ’ in any unit interval has 
at most 4 nonzero terms then the vectors can be simplified. For example, when ξ∈
[i,i+1], 1 1 2( ) [0,0, ,0, ( ), ( ), ( ), ( ),0, ,0,0]i i i iξ φ ξ φ ξ φ ξ φ ξ− + +Φ =   , as shown in Figure 2. 
Φ’ has same features.

In this section, the function vector ′Φ  can be expressed by d1, d2, d3, d4.
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1 2 3 4( ) [0,0, ,0, ( ), ( ), ( ), ( ),0, ,0,0]d d d dξ β β β β′ ′ ′ ′ ′Φ =   , [0,1]iβ ξ= − ∈  (9)

So in every unit interval, there is nonzero items from row i-1 to row i+2 and from column 
i-1 to column i+2 of the n+3 order integral matrix 

1
( )

i T T T
i i

M B A dξ
+

′ ′ ′ ′= Φ Φ Φ Φ∫ , 
which compose a 4×4 nonzero submatrix Ki.

In order to reduce the amount of calculation and memory space, the 4 order 
vectors 1 2 3 4[ , , , ]R d d d d′ ′ ′ ′= , 1 1 2[ , , , ]i

i i i iA a a a a− + +=  and 1 1 2[ , , , ]i
i i i iB b b b b− + +=  are 

defined. The 4 order nonzero submatrix Ki can be expressed as: 
1

0
[( ) ]i iT T i TK B R RA R R dξ= ∫  (10)

When Ki is calculated, it can be assembled into the global matrix according to 
the order of coefficients, and the global stiffness matrix G is formed finally, shown 
in Figure 3 (the process is similar with the assembling of structure stiffness matrix 
in finite element, so this method can be regarded as the stiffness matrix assembly of 
spline finite element). 

(n+3)×(n+3)

1K
2K

3K

2nK −

1nK −

nK

G =

Figure 3.  Assembly of stiffness matrix 

The entry in the matrix Ki can be written as
4 4 1

0
1 1

( )i i i
pq k l k l p q

k l
K B A d d d d dξ

= =

′ ′ ′ ′= ∑∑ ∫  (11)

Let 
1

0
( )pqkl p q k lD d d d d dξ′ ′ ′ ′= ∫ , , , , [1, 2,3, 4]p q k l∈ , and then

4 4

1 1
( , , , )i i i iT i

pq k l pqkl
k l

K B A D B D p q A
= =

= = ⋅ ⋅ ⋅ ⋅∑∑  (12)

Dpqkl can be obtained by analytical calculation. Saving Dpqkl as a file and calling the file 
in the calculation procedure, the calculation efficiency can be extremely improved.
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5.2  The matrix assembly method based on Gauss integral

Because the integral term in Ki is the product of the polynomials which is 8 orders 
polynomial, Ki can be accurately calculated by the Gauss integral of 5 integral points 
which can reach accuracy of 2×5-1=9 order. So

1

0
[( ) ]iT T i T

iK B R RA R R dξ= ∫
5

1
[( ( ) ( ) ) ( ) ( )]iT T i T

m m m m m
m

H B R R A R Rξ ξ ξ ξ
=

= ∑  (13)

Here Hm is integral coefficient and mξ  is integral point in [0, 1] section. 
Value of 

0
( )

n TM A dξ′ ′= Φ Φ Φ∫  at every Gauss integral point can be saved as the 
file and called in the calculation procedure to improve the calculation efficiency.

6  Example

For known constant vectors A and B with different orders, the stiffness matrix is 
calculated by integral by parts method, the matrix assembly method based on spline 
integral and the matrix assembly method based on Gauss integral respectively, the 
CPU time cost is shown as Figure 4. Results obtained by three methods are the same. 

Figure 4. The cost time with different matrix order

It is seen that efficiency of the matrix assembly method based on spline integral is 
highest whose time cost is minimum with same matrix order, and no obvious change 
when the order of the matrix increases. This method has the calculation speed twice 
as high as the other two methods. 



 Calculation Method of Stiffness Matrix   265

The cost time of the matrix assembly method based on Gauss integral is linearly 
increasing with the order of the matrix, its working quantity is mainly Gauss integral 
calculation of the function in every section. The time of integral by parts method is 
square growth with the matrix order, and the judgment of spline function boundary 
and summation of product of the spline function are the main workload. When the 
matrix order is small, efficiency is high, and efficiency decreases quickly when order 
increases.

7  Conclusion

The three calculation methods for the stiffness matrixes of suspension cable issues 
are put forward. It can be seen from the given example, the matrix assembly method 
based on spline integral has the highest efficiency and fastest calculation speed. The 
cost time of this method is two orders of magnitude larger than other methods when 
the matrix order is high, and this method can obtain the accurate result. Therefore 
the matrix assembly method based on spline integral is the best for calculation of the 
stiffness matrix. And the technique of this method can also be used in calculation of 
other matrixes, such as the load matrix in spline element method.
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Dong-xu WANG, Xue ZHENG*, Xi YE, Wei CAI, Zhi-chun YANG
A Load Outage Judgement Method Considering 
Voltage Sags
Abstract: Whether the load equipments of the power system will be outage 
considering voltage sags is analyzed in this paper. Reclassifying the load equipments 
because of the great impact on the sensitive loads due to the voltage sags. This paper 
has proposed a new Power Consumers Integrated Voltage Sensitive Curve and the 
Electrical Nodes Integrated Voltage Sensitive Curve based on the CBEMA and ITIC 
curves in order to characterize the sensitivity of the power consumers to voltage sags. 
The outage criterion for the sensitive loads is proposed based on the curves which 
has been described previously and can be used to get the probability curves of both 
amplitudes and durations of the voltage sags for different power users.

Keywords: Voltage sags; Power Quality; Load outage; Sensitive curves; Probability 
curves

1  Introduction

The electrical equipments and precision instruments which are based on the 
microprocessors are quite sensitive to the voltage sags and power outages. The 
economic losses caused by the voltage sags and other transient power quality problems 
has been growing all the time, so it’s very necessary to put the voltage dips and other 
transient power quality problems into the power system reliability evaluation [1-4].

Whether the load equipments will be outage when the voltage sag occurs will 
be a key link considering the voltage sag in power system reliability analysis, then 
a correct load outage criterion will be particularly important. The literature [5] and 
[6] propose a load outage criterion method based on the SCBEMA curve, which put 
forward an average outage criterion contains amplitude and downtime. However, the 
curve cannot fully reflect the different important levels between the sensitive and 
non-sensitive loads as the load outage happens. The different levels of sensitive loads 
should also be taken into account. This paper proposes the IVSC and ENIVSC curve 
which are more comprehensive than any other curves, in order to determine whether 
the load equipment will be outage based on the IVSC curve.
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2  Classification of load equipments for electric users

Because the sensitive loads have a very short tolerance time to the voltage sags, 
these loads may tend to be affected from different levels or even outage when the 
power system have the voltage sag problems. Generally speaking, the electric power 
users can be divided as the resident users, the commercial office users, the general 
industrial users and the major industrial users. The type and the percentage of the 
load equipments that each power user contains are not the same as well, they can be 
divided into the following four categories [7]: 
1. General loads (non-sensitive loads). The general loads will not be significantly 

affected by the voltage sags, they will be affected only by the circumstances such 
as the longtime blackouts or a wide range of voltage fluctuations. 

2. Little sensitive loads. This kind of loads will be influenced by a certain degree 
when faced with the power quality problems such as the voltage sags. It may also 
cause certain damage to the load equipments. 

3. Sensitive loads. The sensitive loads will have more serious effects when faced 
with the power quality problems such as the voltages sags, we should take certain 
measures to ensure the quality of electric energy to avoid the load equipments 
damage. 

4. The core loads. They are often in the central position of the load equipments, 
and they are very sensitive to the voltage sags and other power quality problems 
that may cause the outage of the power system directly, which can cause huge 
economic loss and negative social impact. 

The above four kinds of loads will be of different types and in different proportions in 
each electric power user, the sensitive loads mentioned in this paper will refer to the 
three kinds of sensitive loads above.

3  Voltage sensitive curve

3.1  Definition of voltage sensitive curve

The voltage sensitivity curve generally has two branches---the up branch and down 
branch,  which separately define the limit value of high voltage and low voltage that 
the equipments can bear. The voltage sensitivity of the equipments can be reflected 
intuitively in the curve. The abscissa of the curve is generally defined as the duration 
of the voltage disturbance, the ordinate is generally defined as the voltage amplitude 
or the percentage that the voltage deviates from the nominal value.
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3.2  Traditional voltage sensitive curves

(1) CBEMA curve. As is shown in Figure 1, the curve was determined by the 
Computer Business Equipment Manufacturing Association because of the power 
quality requirements based on the mainframe computers, in order to prevent the 
maloperation and damage of the computers and control equipments cause by the 
voltage disturbance. The curve is a kind of the statistical curve, most CBEMA curves 
of the sensitive loads can be formulated according to the experimental data and 
historical data [8].
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Figure 1. The CBEMA sensitive curve

This paper mainly discusses the influence on the power system reliability caused by 
voltage sags. Both the amplitude and the duration of voltage sags have to be taken 
into account. So we make the curve become to the polyline. Then the following typical 
load equipment CBEMA curve is obtained in Figure 2 by collecting the historical 
statistics [9].
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Figure 2. The CBEMA curve of the typical loads
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(2) ITIC curve. The ITIC curve is formulate by the Information Technology Industry 
Council, it is based on the CBEMA curve, in order to characterize the disturbance 
rejection capability of the computers and other information industrial equipments 
under the voltage sag circumstance (Figure 3). The ITIC curve becomes polyline 
compared with the CBEMA curve, while the up and low tolerance value was changed 
to 110% and 90% and the starting time is changed from 8.33ms to 20ms.
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Figure 3. The ITIC curve

4  Load outage criterion

4.1  The integrated voltage sensitive curve of the power users

We get the traditional CBEMA curve by measuring the individual sensitive load, 
it can only reflect the effect that the individual load has under the voltage sags 
[10], and it can’t be used to analyze the voltage sags’ impact on the overall loads. 
So it’s difficult to react the influence on the overall loads under the voltage sag 
circumstance. What’s more, the same loads will not in the same position when 
they are in different electric users. For example, when voltage sag happens in the 
resident users, we always focus on the little sensitive loads, but we will focus on 
the core loads when the same thing happens in the major industrial users. If we 
use CBEMA curve to analyze the electric users’ sensitivity, then we can’t know the 
difference between them. 

In order to get the overall power outage criterion for amplitude and downtime of 
the power users, part of the literatures propose a SCBEMA curve (Specified Computer 
Business Equipment Manufacturer Association). To strike a SCBEMA curve we may 
first set she composition ratio of the load equipments in each power user, then we will 



 A Load Outage Judgement Method Considering Voltage Sags   271

multiply the tolerance limit value from the CBEMA curve and the composition ratio, 
after having done this we accumulate the result to get the SCBEMA tolerance limit 
values for each user type [5]. Here is the formulas:
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The X andY represent the voltage sag duration and voltage sag amplitude in the 
SCBEMA curve; The 0X and 0Y  represent the voltage sag duration and voltage sag 
amplitude of the non-sensitive loads in a certain power user; The iK represents the 
composition ratio of the i  type of sensitive loads in a certain power user; The 0K  
represents the composition ratio of non-sensitive loads.

Although the SCBEMA curve can describe the voltage sag outage probability 
more comprehensively compared with the CBEMA curve, we can still find some 
defects from the corresponding formulas: (1) The formula only considers the number 
ratio of the load equipments, the capacity ratio isn’t mentioned. If a core load exists 
in the certain user, when it comes to be outage then the whole load equipments of 
the user will be outage, if we still use the above formula to calculate then the voltage 
sensitive curve we get will be quite different to the actual circumstances; (2) In the 
formula we can see that the importance of all load equipments are the same, but we 
can find that the non-sensitive loads have little effect on the outage of the power 
users when the voltage sag is happening, while the sensitive loads and the core 
loads can often play a decisive role.

For these reasons, this paper presents a Power Consumers Integrated Voltage 
Sensitive Curve, which referred to as the IVSC curve. The IVSC curve reflects a 
comprehensive concept, It will get a comprehensive criterion of outage amplitude 
and outage time by making statistical analysis of all kinds of load equipments for 
power users and considering the ratio of capacity and number for load equipments, 
at the same time we will create different weighting factors which will depend on the 
sensitivity level of the load equipments in the synthesis of the IVSC curve. When a 
voltage sag reaches a certain amplitude or duration, then we can believe that all the 
load equipments in this class of users will have power outage.

Here we will introduce the steps to calculate the IVSC curve: (1) To classify 
the load equipments according to the classification method which is mentioned 
previously and make sure the capacity and number of each kind of load 
equipment; (2) To determine the weighting factor of each load equipment and the 
weighting coefficients of the capacity ratio and number ratio according to the load 
equipments’ sensitivity level; (3) We will multiply the different tolerance values by 
the corresponding ratios and weighting factors of each load equipments, and then 
accumulate them to get the tolerance values of the IVSC curve for the certain kind 
of power users.
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The tolerance values of IVSC curve can be calculated by the following formula: 
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The T and U  respectively represent the coordinate values of the corresponding 
duration and amplitude of the voltage sags; The iX and iY represent the abscissa 
and ordinate values of the CBEMA curve which is belong to the certain kind of 
load equipment for an electric power use; The 0X and 0Y represent the coordinate 
values of the non-sensitive loads; Theα and β represent the weighting coefficients 
considering the number and capacity, which is determined by the actual composition 
of the load equipments; The iW  represents the weighting factor considering the 
load equipments’ sensitivity; The iN and iS represent the number and capacity of 
the certain kind of load equipment; The N and S represent the total numbers and 
capacities of load equipments in the certain power user. 

According to the types of users and the composition ratio of load equipments in 
Table 1 and the calculation from formula (2), we can get the IVSC curves for different 
types of power users which are shown in Figure 4. 

Table 1. Different types of power users and composition ratio of load equipments

Loads resident users commercial office 
users

general industrial 
users

major industrial 
users

Number 
ratio

Capacity 
ratio

Number 
ratio

Capacity 
ratio

Number 
ratio

Capacity 
ratio

Number 
ratio

Capacity 
ratio

DC motor controllers 0 0 0.05 0.1 0.15 0.15 0.25 0.3

Electromagnetic 
contactors

0 0 0 0 0.15 0.2 0.25 0.2

Lights 0.1 0.1 0.1 0.15 0.2 0.2 0.1 0.15

Computer and 
communications 
equipment

0.15 0.2 0.3 0.15 0.2 0.15 0.2 0.15

Automatic voltage 
regulator

0 0 0 0 0.1 0.1 0.05 0.1

Non-sensitive loads 0.75 0.7 0.55 0.6 0.2 0.2 0.15 0.1
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Figure 4. The IVSC curves for different types of power users

4.2  The integrated voltage-sensitive curve for electrical nodes

Meanwhile, we should also think that there are many power users and load 
equipments in the power system, it’s very difficult to collect the relevant data. 
Secondly, sometimes we don’t need to know the voltage-sensitive situations for each 
power user for the viewpoint of power system, the only thing we need to do is to 
know the voltage-sensitive situation for one electrical node. Then the Electrical Nodes 
Integrated Voltage Sensitive Curve (ENIVSC curve) will be a good choice which can 
reflect the whole voltage-sensitive situation of the load equipments in one electrical 
node. The ENIVSC curve is a curve which is based on the IVSC curve, it can reflect the 
sensitivity of all power users in one node, the following formula will explain how we 
get it:
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The T ′ and U ′ represent the Abscissa and ordinate value of the curve; The mT  
and mU  represent the Abscissa and ordinate value of the IVSC curve; The α′  and 
β ′  represent the weighting coefficients that considering the number and capacity 
ratio of electric power users in the electrical node; The 

′
mW  represent the weighting 

coefficient that considering the importance of the power users; The mN  and mS  
represent the number and capacity of the certain kind of power users; The N ′  and 
S ′  represent the total number of load equipments and the total capacities.
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4.3  The load outage probability curve of the voltage sags

The CBEMA curve we discussed earlier is essentially a kind of probability and statistics 
curve, the load equipments may be outage if the duration and amplitude value exceed 
the critical value of the curve. The IVSC curve is the curve which is obtained from the 
CBEMA curve, it also has the features of probability and statistics: When the voltage 
sag occurs inside the IVSC curve, part of the load equipments may be outage. what’s 
more, different durations and amplitudes will have different effects on the power 
users, these two factors are interrelated in general. In order to get better smoothing 
feature, this paper will select a similar S-shaped curve as the outage probability curve 
of the load equipments under the voltage sag circumstance. 

The time probability function of load outage:
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The  PTx represent the time probability function value of load outage for voltage sags; 
The x represents the sag duration; The a and b represent the corresponding curve 
value when the probability value is 0.5 and 1. Generally, the value of a is often the 
tolerance value of the curve. The value of b will be 500ms, which represents most of 
the loads will be outage.

The amplitude probability function of load outage:
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The PUy represents the amplitude probability function value of load outage for voltage 
sags; The y represents the residual amplitude value after the voltage sag (in percent); 
The a' and b' represent the corresponding curve value when the probability value is 
0.5 and 1. Generally, the value of a'  is often the tolerance value of the curve; The value 
of b' will be 100%, when most of the loads will be outage.

After getting the two probability curves, we should taking two curves into account 
to determine the probability of load outage under voltage sag circumstance, that is: 
P = (PTx + PUy) / 2
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Taking example for the data of Figure  4 and referring the general industrial 
users’ data of IVSC curve, we can calculate the time probability curve (as is shown in 
Figure 5) of load outage when voltage sag happens by using the formula (4):
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Figure 5. The time probability curve of load outage for general industrial users

We can calculate the amplitude probability curve (as is shown in Figure 6) of load 
outage when voltage sag happens.
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Figure 6. The amplitude probability curve of load outage for general industrial users

Similarly, by referring the tolerance value of IVSC curve for the resident users, we can 
respectively get the time and amplitude probability curve which is shown in Figure 7 
and Figure 8.
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Figure 7. The time probability curve of load outage for resident users
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Figure 8. The amplitude probability curve of load outage for resident users

5  The total flow of load outage judgment

When a voltage sag happens in the power system, we can calculate the amplitude and 
duration data of the voltage sag by several ways, then we can know the load outage 
probability by comparing with the corresponding PTx and PUy curves, when it is greater 
than a set value, we can consider that the load will be outage. The same method can 
also be applied to determine whether the electrical nodes will be outage under the 
voltage sag circumstance. The flow chart of load outage judgment is as follows: 

Taking the fifth bus of the RTS-6 bus test system for example, the load composition 
in the fifth bus has already be given in Table 1. Assuming that a voltage sag happens 
because of the three phase short circuit somewhere in this bus, for a certain power 
user, such as the general industrial user on the 14th node, we first set an outage 
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probability threshold P0 = 45.6%, according to the short circuit flow calculation and 
protection device operating time we can calculate the drop amplitude and duration 
are 24% and 153ms when the voltage sag happens. Compared with Figure  5 and 
Figure  6 we can know the amplitude probability and time probability value are  
P1 = 10.8% and P2 = 75.3%. The power user’s comprehensive outage probability value 
is P = (P1 + P2)/2= 43.05%, it is obvious that P< P0, so we believe that the loads of the 
power user can still work in the period of three phase short circuit. If we find P> P0 in 
practice, it shows that the loads of the power user will be outage in the period of three 
phase short circuit.
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Figure 9. The flow chart of load outage judgment
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6  Conclusion

This paper has re-classified the load equipments as the different sensitivities of 
loads; analyzing the CBEMA curve which was mentioned in part of the articles and 
pointing out its shortcomings; Proposing the IVSC and ENIVSC curves based on 
the CBEMA curve; Proposing a sensitive load outage criterion based on the IVSC 
curve considering the voltage sags; Using the ambiguity function to get the outage 
amplitude and duration probability curves, when the voltage sag happens, we can 
get the load outage probability value by using the voltage sag amplitude and duration 
values. Comparing the calculated outage probability value with the outage probability 
threshold, if the calculated value is greater than the set value, it can be judged that 
the load equipments will be outage.
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Juan WEI, Liang-liang GUI*, Pan LU
Macro Program Application on Non-circular Curve 
Machining in CNC Lathe
Abstract:  A programming method of the macro program is studied in this paper, a 
part with complex surface contain of a parabola, an ellipse and some lines as a case, 
it’s CNC machining program is design using macro program, and the part complete 
machining process is simulated by virtual simulation system of TK 36 CNC lathe 
is that the accuracy of the program is validated, at the same time proof the macro 
program can come true the CNC machining of complex surface and program simple 
and high universality.

Keywords: Macro program; non-circle curve; CNC lathe; VERICUT simulation

1  Introduction

In CNC lathe machining, external contour is elliptic, parabolic and the non-circular 
curve of parts are often met. These complex surface parts of the processing, if we 
adopt the traditional CAD/CAM software programming, not only make the workload 
and the complexity of the process but also the processing parameters are not easy to 
modify and the poor of accuracy. But using macro programming, not only can shorten 
the programming cycle, simplify the calculation, the program easy to understand, 
improve the processing accuracy and processing efficiency, but also can be repeated 
machining similar parts of different size in which realize the function of ordinary 
programming is hard to realize of improve the use function of machine tool.

This paper adopts FAUNC 0i CNC system. The macro program of the non circular 
curve turning parts with parabola and ellipse, the part machining is verified by the 
simulation software VERICUT.

2  The Basic Principle Of A Macro Programming

Macro program is a special programming function of FANUC CNC system, its greatest 
feature is that the user macro program ontology can be used to programming of 
variables, and has calculated, assignment, selection, jumps and circulatory functions. 

*Corresponding author: Liang-liang GUI, College of Mechanical Engineering, Xi'an University of 
Science and Technology, Xi'an, China, E-mail: 1632567848@qq.com
Juan WEI, Pan LU, College of Mechanical Engineering, Xi'an University of Science and Technology, 
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It can be divided into four types of variables: empty variables (#0),local variables (#1-
#33), public variables (#100-#199, #500-#599), system variables (#1000-#5335). User 
macro program is divided into macro program A and B, macro program A is G65 Hxx 
P#xx Q#xx R#xx; the format of the input, it needs to remember more instruction. 
Macro program B is based on formulas and direct language input and is similar to C 
languages, it is mainly used in FANUC 0i system, this paper uses the macro program 
B programming [1,4].

2.1  The Macro Programming Ideas 

Macro processing of non-circular curved contour of the basic programming idea is to 
use a linear approximation method outline node. Specifically, in order to guarantee 
the accuracy of parts, generally in 0.1 or smaller values for an interval. Using the 
function of the non circular curve, the definition of a letter in the expression as the 
independent variable, the other is the dependent varia. Coordinates of each point 
was determined by the function which the equation, then the points are connected 
together to form a non-circular contour final. Due to the macro program can define 
variables and assigned, it also can undertake operation and condition judgment 
which is constitute a loop transfer, this can be for those use mathematical function 
relational expression of non-circular curve to continuous “fitting” processing [9], so 
as to realize the programming.

2.2  The Macro Program of Instruction Format

In the program, the use of GOTO statements and IF statements can realize the CNC 
program logic judgment, comparison, jump and various operation, also can effectively 
solve the complex of the non-circular curve parts CNC programming problem [3].

2.2.1  The JMP (GOTO statement)
Instruction format: GOTO + target segment number (without N); 

JMP for unconditional jump to the specified program segment number start 
executing program section.

For example: GOTO10; (transfer to the serial number for the N10 program section).

2.2.2  The JNE (IF statement)
Instruction format: IF + [expression] condition + GOTO target segment number 
(without N).
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When the condition is met, segment that is transferred to the specified procedures 
section, If the condition is not satisfied, the next program is executed.

For example: N10 IF [#1GT10] GOTO100;
Judge whether the value of the variable # 1 is more than 10.
N20 G00 X70 Y20; If not, then execute program segment N20.
...
 N100 G00 X90; If so, then transfer to the serial number for the N100 program 
section.

2.2.3  Loop (WHILE statement)
Specify a conditional expression after WHILE, when the specified condition is 
satisfied, the program is executed from DO to END, otherwise, the program is 
transferred to END.

For example: 
  
WHILE[conditional expression] DOm; (m=1,2,) 
             

 
If not    If the condition is met  

             ENDm  
... 

              ... 

procedure 

3  Application Examples Of Macro Programs

As shown contains for parabolic and elliptic contour of parts and size for 40×120mm 
of LY12 in Figure 1. Try the macro programming parts with parabola and ellipse.

Figure 1. Contains The Parabola And Elliptic Contour Parts.
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3.1  Analysis of Programming Ideas

As shown in the above parts, assuming that the workpiece origin is located in 
intersection point of the right end face of artifacts and axis, then establish workpiece 
coordinate system that is programmed coordinate system is done by adjusting-
tool. In order to ensure the machining accuracy, and 0.1 for an interval, and as the 
independent variables, X as a function of Z. When processing a parabola in which the 
coordinates of each point is calculated according to the equation. However the center 
of the ellipse coordinates are not the origin of the coordinate system programming 
is that need to coordinate transformation in which the coordinates of each point 
on the elliptic arc transition to the programming system for processing. Determine 
its coordinates of each point, eventually connecting the points together to form a 
parabolic and elliptical outline. Therefore, the general idea of programming is to use 
a fixed cycle instructions G71 rough machining of parabolic, then machining of oval 
and cylindrical surface, last parts for finishing [2].

3.2  Mathematical Model

A mathematical model is established by the standard equation of parabolic and 
elliptic [5,6].

Figure 2.. Diagram Of Parabola Curve.

As shown in Figure 2, the Z (#1) value of an arbitrary point D is used in the NC program 
to express the value of the X (#2) value. By the equation concluded that (unilateral 
value).Using the straight line fitting for take 0.1mm as a step distance and take Z as 
the independent variable, the X as a function of Z in which the independent variable 
range for. The definition of Z and X respectively are #1 and #2, and macro program 
formats: #2=SQRT[-4*#1]. 
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Figure 3.. Diagram Of Elliptic Curve.

As shown in Figure 3, the Z (#101) value of an arbitrary point D is used in the NC 
program to express the value of the X (#102) value. By the equation concluded that 
(unilateral value), Using the straight line fitting for take 0.1mm as a step distance and 
take Z as the independent variable, the X as a function of Z in which the independent 
variable range for. The definition of Z and X respectively are #101 and #102, and macro 
program formats: #102=8*[1-#101*#101/25]. Due center of the ellipse is not programmed 
coordinates origin (0,0), the need for coordinate transformation. Namely: #103=#101-
40, Z coordinates value in the workpiece coordinate syste; #104=#5*2+16-2*#102,X 
coordinates value in the workpiece coordinate syste.

3.3  Cutting Parameters And The Coordinates Of The Key Points

T0101 is cylindrical roughing tool, roughing spindle speed of 800r/min, feed rate of 
0.2mm/r, engagement of the cutting edge 1.5mm; T0202 is 35diamond finishing tool, 
finishing spindle speed of 1200r/min, feed rate of 0.1mm/r, X direction finishing 
allowance of 0.5 mm, Z direction finishing allowance of 0.2 mm. 

A point of coordinates ( 1282 , -32); B Point of coordinates ( 1282 , -40); The 
coordinates of point C ( 128216 + , -45).

3.4  Program Flow Chart

For the case with parabolic and elliptic contour of programming, the macro program 
structure flow chart is the same, as shown in Figure 4.
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Figure 4.. Non-circular Curve Contour Of Program Flow Chart.

3.5  Write a macro program

3.5.1  The Meaning of Independent Variables
#1: Z coordinates value of the parabola.
#2:single side values of X coordinates in a parabola.
#3:bilateral values of X coordinates in a parabola.
#4: step size.
#101: Z coordinates valueof the ellipse.
#102: X coordinates value of the ellipse.

3.5.2  The Main Processing Procedures Are as Follows
N010 G40 G97 G99, The program initialization
N020 G54 X100 Z100,Set up the workpiece coordinate system
N030 T0101, Calls on the 1st tool and the 1st tool compensation 
N040 M03 S800, Spindle rotation, the speed of 800 r/mm
N050 G00 X42 Z5, Tool quickly move to the beginning roughing cutter point (42,5) 
N060 G71 U1.5 R1, Calls the G71 molding cycle roughing compound instruction rough 
parts of the surface
N070 G71 P080 Q220 U0.5 W0.2 F0.2, Finishing line for the N080N220
N080 G00 X0, Quickly move to the point (0,5)
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N090 #1=0, Z coordinates value of the parabola is assigned to variables # 1
N100 #2=SQRT[-#1*4], X coordinates value of the parabola is assigned to variables # 2
#3=#2*2, X coordinates value in the workpiece coordinate syste
#4=0.1, The step value is assigned to #4
N110 G41 G01 X#3 Z#1 S1200 F0.1, Set up the cutter of left cutter compensation, for 
linear interpolation approximation curve
N120 #1=#1-#4, Z coordinate values to average decline is assigned to a variable # 1
N130 IF[#1GE-32] GOTO100, If # 132, then the program jumps to the N100 execution
N140 #5=SQRT[128], Outer circle radius value assigned to # 5
N150 G01 X[#5*2] Z-40, Turning cylindrical, linear interpolation to the workpiece 
coordinate point (#5*2, -40) 
N160 #101=0, Z coordinates value of the ellipse is assigned to variables #101
N170 #102=8*SQRT[1-#101*#101/25], 
#103=#101-40, Z coordinates value in the workpiece coordinate system
#104=#5*2+16-2*#102, X coordinates value in the workpiece coordinate system
N180 G01 X#104 Z#103, For linear interpolation approximation curve
N190 #101=#101-#4, Z coordinate values to average decline is assigned to a variable # 
101
N200 IF[#101GE-5] GOTO170, If #101-5, then the program jumps to the N170 execution
N210 G01 Z-55, Turning cylindrical, linear interpolation to the workpiece coordinate 
point
N220 G40 G00 X42, Cancel tool compensation, tool quickly retracting from the 
workpiece
N230 G00 X100 Z100 M05, Tool quickly returned to the tool change point, main shaft 
stops
N240 T0202, Calls on the 2st tool and the 2st tool compensation 
N250 M03 S1200, Spindle rotation, the speed of 1200 r/mm
N260 G70 P080 Q220 F0.1, Call G70 finish machining cycle, finishing line N080N220 
N270 G00 X100 Z100, Tool quickly return to the tool change point
N280 M05, Spindle stop rotating
N290 M30, End of program and return to the beginning of the program

4  Simulation Verification

By the simulation software VERICUT, application of virtual simulation system of TK 
36 CNC lathe to simulation machining of the non-circular curve parts model [7,8]. It 
not only can eliminate the phenomenon of the interference, over cutting and residual 
in the process of cutting, but also can optimization of cutting parameters and simplify 
NC code, thus eliminating the process of trial cut test is that can significantly improve 
the production efficiency and reduce the scrap rate of parts and the production cost in 
the actual machining process. The technology has wide application prospect.
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Through the virtual machining simulation, the parameters are reasonable and 
achieved the expected goals, as shown in Figure 5, 6 and 7.

Figure 5. Schematic Of Tool Passes Track. 

Figure 6. Rough Machining.

Figure 7. Simulation Result.
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5  Conclusion

Macro programming combined with the mathematical formulas and related knowledge 
of differential equations to establish mathematical model, in addition combined with 
graphics size requirements for specific analysis. Macro program can effectively solve 
the system of traditional G code instructions can’t turning the non-circular curve 
parts processing. The flexibility of the variable, and a significant increase in the scope 
of programming. For parts with similar structure is that only the value of the variable 
is changed, which is conducive to the general programming of numerical control 
program and greatly increases the efficiency of programming. Therefore, the macro 
program can give full play to the potential function of CNC machine tools, improve the 
processing efficiency and the economic efficiency of enterprises. It has a wide range 
of application value in the actual production.

Acknowledgment: This work supported by Scientific Research Program Funded by 
Shaanxi Provincial Education Department (Program name: The simulation system 
of NC machining for manufacturing industry; Program No:2010JC11) and Industrial 
Science and technology project of Shaanxi Province (project name: Research on 
data management and application technology of NC machining for manufacturing 
informatization, project number: 2016GY-019).

References
[1] ZhiGang Feng. FANUC system numerical control programming examples[M]. Beijing: mechanical 

industry press, 2013.
[2] YanMin Pu. Typical parts processing 100 cases of FANUC nc system[M] .Beijing: chemical 

industry press, 2013.
[3] Jun Du. Master FANUC macros - programming techniques and examples extract solution[M]. 

Beijing: chemical industry press, 2011.
[4] YueFeng Zhu. Research on the macro program of FANUC 0i numerical control system[D] . Hefei: 

HeFei university of technology, 2008.
[5] Ying Guan. Based on the FANUC system of parabolic macro programming and machining 

analysis[J]. Coal Mine Machinery, 2011, 32 (9): 112-114.
[6] BinFeng Lin. Macro program in NC lathe machining method of elliptic [J]. Time Agricultural 

Machinery, 2015, 43 (32): 42-43.
[7] QunYang Sheng. VERICUT nc machining simulation technology (second edition)[M] .Beijing: 

tsinghua university press, 2013.
[8] YaFang Chen. Combination of macro program programming and VERICUT simulation 

technology[J]. Mechanical Engineering, 2013, 30(8): 963-966.
[9] Qisen Cheng. Macro programming method for the application of non circular curve [J].Modern 

Manufacturing Engineering, 2010(3):46-48.
[10] Yahui Su.Research on the NC parametric programming method based on macro-program[J]. Die 

and Mould Technology, 2014 (6):54-56.



Qiu-wei HE, Chao-peng ZHANG, Mei FENG*, Xing-tian QU, Ji ZHAO
Singular Configuration Analysis for the Structure of 
Hybrid Grinding and Polishing Machine
Abstract: Blade is a key component in the energy power equipment. Researchers 
have made a lot of research on precision machining equipment and process for blade. 
In this paper, based on the designed hybrid grinding and polishing machine tool for 
blade finishing, we analyzed the singular configuration and designed the reasonable 
dimension for it, which help us avoid or predict the singular configuration. Firstly, 
we analyzed the singular configuration of parallel mechanism by using the motion 
condition of the singular configuration. We established the utmost position of model 
of the parallel mechanism by using geometric method in Matlab. Secondly, the 
parallel mechanism of the series and parallel hybrid structure was replaced by the 
model of series structure, which can simplify the structure of machine to a model 
of series structure. Finally, the whole structure of machine was analyzed by spinor 
method. The analysis results show that the designed machine tool for blade finishing 
has avoided the singular configuration.

Keywords: singular configuration; 3-RPS parallel mechanism; limit position; hybrid 
grinding and polishing machine 

1  Introduction

Blade is a key and major component in the energy power equipment of turbine, marine 
propeller, aircraft engines and so on. It is characterized by complex surface structure 
shape, difficult processing and high precision. As a result, the finishing process of 
blade is one of the most important and difficult problems in the field of aerospace. 
In recent years, researchers have made a lot of research on precision machining 
equipment and process for blade. Such as MTS1000-6CNC the six axis belt grinding 
machine of IBS company, HS-196GC six-axis grinding center of Huffman company, 
five axis linkage high precision vertical machining center of C.B. Ferrari company, 
copy grinding machine of Japan’s Okamoto machinery [1-4]. Regardless of any form of 
mechanism, singular configurations are always unavoidable [5]. It can be summed up 
that when the mechanism during exercise extreme point, uncontrolled movements, or 
changes occur freedom, the mechanism will lost a smooth, mechanical or kinematic 
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properties of the phenomenon of instantaneous mutation. This makes the transfer 
mechanism motion and power capacity abnormal, in this case the structure in which 
the position of singularities. Singular configuration can’t be avoided. The structure 
of machine early in the design should be calculated on the singular configurations 
and design a reasonable structure size, so we can avoid singular configurations or 
predict singular configurations and make compensation in control system [6]. One 
of the main concerns in the design of parallel mechanism is kinematic singularities. 
The notion of singularity in parallel mechanism kinematics refers to configurations in 
which a mechanism manipulator either loses or gains one or more degrees of freedom 
instantaneously. In other words, if a parallel mechanism is in a singular configuration, 
it will lose its designated motion and working capability. Hence, to design a parallel 
robot with a desired performance, e.g., high rigidity and manipulability, singularities 
must be excluded from its working area, if possible. As the singular configuration 
has an important influence on the performance of the mechanism, it has been paid 
more and more attention by researchers. Hunt apply the spinor theory to the singular 
configuration. Mer-let used Grassmann Geometry analyzed a special singular 
configuration of Stewart Platform. Kumar introduced a singular point because of drive 
joint selection. Gosselin and Angeles studied the singularity problem is generally 
parallel mechanism [7].

In this paper, the designed machine is series and parallel hybrid structure, which 
is shown in Figure 1 [8]. The machine is consisted by 3-RPS parallel mechanism and 
series structure. According to the processing requirement, the parallel mechanism 
just need rotate around the X axis and moving along the Z axis. Besides, the series 
structure include that moving along X axis, Y axis, rotating around Y axis. The parallel 
mechanism was analyzed by the motion condition of the singular configuration, 
which can reduce the calculation. When the parallel mechanism gets the result, we 
can convert the series and parallel hybrid structure to a model of series structure 
according to the result. Finally, the whole structure of machine can be analyzed by 
spinor method. The spinor method can carry out the results quickly. So the size of 
the machine can be designed according to the result of all the analysis and avoid the 
singular configuration.

2  Singular Configuration Analysis of Parallel Mechanism

3-RPS parallel mechanism is the most complex structure when we analyze serial 
hybrid grinding and polishing tool for singular configurations. There are many ways 
to analyze the singular configuration of parallel mechanisms such as Jacobi matrix, 
Grassmann law line geometry and kinematics condition [9], in which the kinematics 
condition is simple, so this paper we analyzes the singular configuration in kinematic 
condition [10]. The parallel mechanism model is shown in Figure 2. 
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Figure 1. Structure of the machine.

Figure 2. Parallel mechanism diagram.

According to the need of machining, the radius r of the moving platform is 250mm and 
the radius R of the static platform is 450mm. A, B, C of parallel mechanism is static 
platform triangle vertex respectively, in static platform coordinate system O-XYZ, the 
coordinates of three points are that: )0,2R3,2R-(C),0,2R3,2R-(B),0,0,R(A -=== ; 
a, b, c of parallel mechanism is moving platform triangle vertex respectively, in the 
moving platform coordinate system P-xyz, the coordinates of three points are that: 

)0,2r3,2r-(c),0,2r3,2r-(b),0,0,r(a -=== .
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P-xyz moving platform coordinate system relative to the static platform coordinate 
system conversion O-xyz relations can be expressed as the homogeneous matrix To. 
P-xyz coordinate system of the three main unit vector with respect to the coordinate 
system O-XYZ direction cosine were presented by xm, ym, zm (m=k,j,i). Xp, Yp, Zp represent 
the position coordinates of the point P in the O-XYZ.
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Direction and position of the parallel mechanism described by Euler angles [5]. 
The moving platform will rotating around the z,x,y axis, which are angle for α, γ, β. 
According to the requirement of movement of Serial hybrid grinding and polishing 
tool, 3 - RPS parallel mechanism of the rod L3, L2 have the same state of motion. The 
moving platform only rotates around the Y axis, so α=γ=0. Finally we get the value of 
T by (1).

In the coordinate system P-xyz, mp is a point of the moving platform. In the 
coordinate system O-XYZ, mp is converted to mo. 
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The three point a, b, c values into (2), so we can get the results.
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Because of the structure characteristics of 3-RPS parallel mechanism, a, b and c of 
the three ball hinge centers of the moving platform must be in the plane of the three 
perpendicular to the static platform. In the static platform coordinate system O-XYZ, 
the projection equation of three planes is obtained. 

.X3Y,X3-Y,0Y ===   (4)

The (3) are put into the (4) corresponding to the projection plane, so we can get the 
values of Xp and Yp. Beside the r is 250mm.
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The motion condition of the singular configuration has the following performance 
in the 3-RPS parallel mechanism [5]. When moving platform motion, three ball joint 
center points a, b, c of the instantaneous velocity is V1, V2, V3, which corresponding 
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to the plane recorded as D1, D2, D3. When these three planes hand in a point n and n 
is located in a plane which posed by points a, b, and c, the mechanism is located in 
the singular configuration. According to these conditions, we can get the trajectory 
equation P of the center point of the moving platform when the singular configuration 
occurs. Zp has three possible conditions when the singular configuration occurs.
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(6)

According to (5) and (6), the trajectory of the P with a singular configuration is 
obtained as shown in Figure  3 by Matlab, when the moving platform is rotated in  
β∈[-15°, 15°]. In the end, the singular configuration may occur at the maximum 
position at Z1=85mm.

Figure 3. Singular configuration locus diagram.

3  Limit Position Analysis of Parallel Structure

According to the needs of machine tools, the initial length of the three electric 
cylinders L1, L2, L3 of the 3-RPS parallel mechanism is set to be 620 mm and maximum 
elongation of electric cylinder is ΔL=160mm. In this dimension, the limit state of 
parallel mechanism is calculated. Because of electric cylinder L2, L3 running state is 
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consistent, according to Figure  1 shows, the electric cylinder L2, L3 and BC and bc 
constant form an isosceles trapezoid, as shown in Figure 4. 

Because of the characteristics of the 3-RPS parallel motion, aA and vertical center 
line hH of isosceles trapezoid constant positioned in the same plane, which constitute 
the plane hHaA, as shown in Figure 5. The geometric center P of moving platform is 
located in ah and we can get the results is that 2hP=aP by geometric properties of 
equilateral triangle. The spatial motion of the geometric center point P is converted to 
the model of plane motions.

The point H is coincident with the origin of the coordinate system O and Linear 
HA and Y axis coincidence. Suppose point h coordinates (x1, y1); point a coordinates 
(x2, y2); point P coordinates (x3, y3). The turning angle of the line segment ha with 
respect to the line segment HA is β. We can establish the boundary condition of the 
point P motion through the plane motion model.

Figure 4. Isosceles trapezoid.

Figure 5. Point P motion plane model.
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(7)

The point P vertical coordinate y3 is the movement range of the moving platform in 
the Z direction.

( ) .3y2yy 123 +=   (8)

In the MATLAB with the search method [5] to calculate the range of y3 value: 
554mm~754mm. According to (7) and (8). Because the minimum value of the point 
P is 554mm, which is far greater than the maximum position 85mm of the singular 
configuration, so the design of the parallel mechanism is reasonable and has avoided 
the singular configuration.

4  Analysis of the Singular Configuration of whole Machine Tool

The mixed structure should be split, before the analysis of the singular configuration 
of the series and parallel hybrid structure. More complex structure should be analyzed 
separately, then a simplified alternative model for finding complex structures. The 
simplified model into the hybrid structure, and then establish a hybrid structure 
model, finally on the overall analysis. The machine tool is a series and parallel 
hybrid structure. The parallel structure has been analyzed in the above and there is 
no singular configuration in the required range of motion [7]. It can be reduced to 
a mobile vice and a revolute pair, which are converted into the series and parallel 
hybrid structure, so we can get a simplified model as shown in Figure 6. 

O-XYZ is the global inertial coordinate system; θ1 is a mobile vice and moving 
along the X axis, beside its initial length is L1; θ2 is a mobile vice and moving along 
the Y axis, beside its initial length is L2; θ3 is a mobile vice and moving along the 
Z axis, beside its initial length is L3; θ4 is a revolute pair and rotate around the X 
axis; θ5 is a revolute pair and rotate around the Y axis; θ3 and θ4 are the equivalent 
substitution model of parallel mechanism.

The hybrid structure of the machine tool is simplified as a series structure. It is 
shown that the singular configuration of the Jacobi matrix is the occurrence of reduced 
rank, and the linear correlation between the various kinematic pairs. We calculate the 
Jacobi matrix by spinor method [11].
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Figure 6. Schematic diagram of machine tool.

We can get the formula of the spinor method.
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 (9)

The s is the unit vector in the direction of the axis of spinor; the r is a point on the 
spinor axis; the s0 is dual of the spinor vector; the h is pitch. We can get Jacobi matrix.
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θ1, θ2, θ3, θ4, θ5 are substituted into (9), so we can get $1, $2, $3, $4, $5.So the $1, 
$2,$3,$4,$5 are substituted into (10).
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Because the J(θ) is the 6 row and 5 column type, the analysis of the rank need to be 
discussed. When the rank of the velocity Jacobi matrix is 5, it can ensure that the spinor 
of each pair of motion is linearly independent. At this time, the series mechanism has 
no singular configuration.

When cosθ4•sinθ4≠0,Jacobi matrix can be simplified.
J(θ)=[0,0,0,1,0;0,0,0,0,sinθ4;1,0,0,0,0;0,1,0,0,0;0,0,1,0,0].
Rank constant was 5, there was no reduction in rank; When cosθ4=0, speed Jacobi 

matrix can be simplified as J(θ)=[0,0,0,1,0; 0,0,0,0,sinθ4;1,0,0,0,0;0,1,0,0,0;0,0,1,0,0]. 
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Rank constant was 5, there was no reduction in rank; When sinθ4=0, speed Jacobi 
matrix can be simplified as J(θ)=[0,0,0,1,0; 0,0,0,0,sinθ4;1,0,0,0,0;0,1,0,0,0;0,0,1,0,0]. 
Rank constant was 5, there was no reduction in rank. So the series mechanism has no 
singular configuration.

5  Experiment

In order to test the analysis about singular configuration, We design these experiments. 
When moving and static platform of the 3-RPS parallel mechanism are coincident, 
the moving is stopped, which is a singular configuration [9]. When the length of the 
three electric cylinder is equal, the parallel mechanism is in the initial position. It 
shows in Figure 7a. It is non-singular configuration through the motion condition of 
the singular configuration. This position will be locked in the electric brake cylinder, 
the moving platform of the applied force, as shown in Figure 7b, which did not appear 
the phenomenon of structural instability. In the range of motion of the machine tool, 
the parallel mechanism rotates one angle around the X axis, and the phenomenon 
of instability of parallel mechanism is not appeared, as shown in Figure 7c. So the 
theoretical analysis is correct. In the same way, through the machine tool overall 
motion experiment, the structure is stable, does not appear the movement instability 
phenomenon.

(a) Initial position          (b) Exerting force           (c) Rotating 15 degree

Figure 7. Non-singular configuration of experiment of parallel mechanism.

6  Conclusion

According to the experiment, the theory of singular configuration is correct. In the 
3-RPS parallel mechanism minimum value of the point P is 554mm, which is far 
greater than the maximum position 85mm of the singular configuration, so the design 
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of the parallel mechanism has avoided the singular configuration. To sum up the 
overall speed of the machine tool the rank of Jacobi matrix is constant 5, so there is no 
singular configuration. The machine should be designed according to the processing 
requirements of machine tools. In the future we will analysis that if the mechanism 
has singular configurations, how to avoid the singular configurations by using the 
method of control.
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Sha-na WANG*
Static Analysis and Size Optimization for the Bed of 
Gantry Milling Machine based on ANSYS Workbench
Abstract: Aiming at the phenomenon of heavy structure and high material 
consumption of the bed of gantry milling machine in machinery industry at present, 
this paper used the ANSYS Workbench simulation software, through the static analysis 
of the bed, and combined with its stress and strain contour, to judge whether it meets 
certain engineering constraints; made the size optimization under the condition of 
satisfying the condition of stiffness and strength, thus a lightweight design for the 
bed was realized, in order to achieve the goal of reducing the cost and enhancing the 
market competitiveness of enterprises.

Keywords:  Bed; ANSYS Workbench; Size Optimization; Lightweight;

1  Introduction

At present, the milling machine is a very wide range of metal cutting machine tools, 
the gantry milling machine is one of the very common one kind of milling machine, 
its bed design is particularly important. This bed mainly supporting the working table 
and processing parts, it is connected with ground effect, and both sides of the bed 
connected to columns, is one of the components of the milling machine. However, 
there are different degrees of defects in the design phase of product structure, such 
as high cost, large supplies, low accuracy and so on, it has become a bottleneck 
restricting the development of modern manufacturing industry in our country [1]. In 
the design and manufacture of machine tool, the lightweight design of bed is one of 
key the design problems for designers at present.

2  The necessity of CAE in the design and application of bed 

CAE Technology (Computer Aided Engineering) is a comprehensive process which 
including product design, engineering analysis, data management, testing, simulation 
and manufacturing; it is the basis of numerical analysis for all kinds of engineering 
analysis and calculation methods (such as finite element method, boundary element 
method, etc.) [2].CAE technology is the analysis of the function modules of the 
calculation analysis, simulation, optimization design and so on, it combining the 
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computer technology with the modern engineering method. The technology is widely 
used in aerospace, automotive, machinery manufacturing and other industrial fields. 

At present, in most design process of the machine rarely simulation analysis by CAE 
for the design of each module, generally, some design size only rely on the geometric 
parameters of the more mature the same type of products which rely on the experience 
of some old designer values, but most of them is not verified by the simulation analysis 
software, so it is very necessary to verify the performance by the CAE technology 
simulation. In recent years, designers had their own judgment and decision ability 
combined with the optimal design theory and method, which automatically find the 
optimal design scheme by using computer program on the basis of some optimization 
algorithms, to achieve the lightweight design for product, and to reduce production cost 
with low material consumption. At present, ANSYS is one of the most widely used CAE 
software for enterprise and scientific research in universities.

3  ANSYS Workbench Simulation analysis

The basic process of ANSYS Workbench simulation analysis can be divided into three 
parts, pre-processing, solution and post-processing [3]. Each process of the whole 
simulation analysis to deal with the corresponding functional requirements, the 
whole basic process of ANSYS Workbench simulation analysis as shown in Figure 1.

Figure 1. The basic process of ANSYS Workbench simulation analysis

3.1  Pre-processing

The solid model of the bed is built by using 3D software, its length is 6700 mm and 
width is 1300 mm, the model is shown in Figure 2. Firstly, through the CAD and CAE 
data sharing transfer mode to achieve the geometric model sharing, the completion of 
the CAE in the process of geometric modeling in the pre-processing, and the geometric 
model of the processing is established. Secondly, according to the property of material 
of the bed of milling machine to set its properties parameters, the parts materials 
of machine used for gray cast iron HT300 (Elastic modulus: E = 1.45e11 (N/m2),  
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Poisson ratio: μ = 0.26, Density: ρ = 7400 (kg/m3)), which Combined machine tool 
design handbook with enterprise design experience of engineers. Then the discrete 
model is realized by setting the cell size, and the mesh generation is generated for 
the next simulation analysis, and the part of the discrete model is shown in Figure 3.

 

Figure 2. The 3D modeling model of the bed

Figure 3. Partial screenshots of the discrete model 

3.2  Solution

3.2.1  Stress analysis of the bed
According to the actual processing conditions, the main force of the lathe bed are the 
gravity of work piece, cutting force, weight and gravity of the bed itself, its maximum 
stress condition is when the largest operating by Working table processing. When 
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the bed size is 6700mm*1300mm, then working table size is 3000mm*1250mm. and 
the weight is 3.2 tons, so that the cutting force is too small when it respects to the 
weight, it can be neglected. According to the designer’s processing experience, per 
square area of the table can support the maximum load is 13600 kg for the work 
piece.

3.2.2  Constraint condition of bed
Because the installation form of bed is directly connected with ground bolt, its anchor 
bolt can simply set up all constraint, both side of the bed contact with the column are 
also set up all constraints.

3.3  Post-processing

3.3.1  Static analysis
It can solve the calculation after the completion of pre-processing, through the 
static analysis, it can obtain physical quantities which related to the engineering 
constraints, such as the total deformation, stress and strain, and so on. The results of 
static analysis are shown in the following Figure 4 (including the total deformation 
contour figures, strain contour figures and stress contour figures).

3.3.2  To determine whether to meet the strength of stiffness conditions
Through analyzing the simulation results report file for data extraction, and 
comparing with material stress and strain limit values, it can determine the strength 
safety coefficient of the model is whether to consistent with the requirements of the 
enterprise by checking calculation. According to the above analysis of the stress 
contour figures and strain contour figures which can report the corresponding data, it 
is including some of the report data as shown in Figure 5.

With the data of analysis report can be obtained: the maximum deformation is 
8.6016E-3 mm, it is 0.86 silk, the maximum deformation is 8.6016E-3 mm, namely 
0.86 silk, through combining machine design handbook with engineer experience, it 
obtains that per meter of machine parts length to allow the maximum deformation is 
0.02 mm,the length of parts is 6.7 meters, allows the maximum amount of deformation 
for 0.134 mm, so it is to meet the requirement of stiffness; and the most stress value for 
6.9237 MPa, according to the selected materials for HT300 which material yield limit 
is 250 Mpa. Then, the size of the bed design meets the stiffness strength condition of 
engineering constraints.
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 (a) Total deformation contour figures

 (b) Strain contour figures

 (c) Stress contour figures

Figure 4. Results of static analysis
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Figure 5. The data of analysis report

4  The size optimization of bed

Size optimization is a form of structure optimization, it refers to in the topology 
invariant which external shape and internal pore of structural elements, by optimizing 
to change unit properties for seeking the optimal size of structure element, and to find 
a kind of optimal method under the condition of meeting certain strength and stiffness 
requirements [4]. In carrying on structure displacement and stress are calculated by 
finite element method, the optimization process does not need re-meshing, it directly 
using sensitivity analysis and appropriate mathematical programming method to 
complete the optimization design of the specified size [5,6]. 

When the thickness of transverse stiffened plate as design variables ( the primary 
design variables is 60  mm), maximum displacement, maximum stress values, the 
maximum strain value as the constraint condition, the bed total volume as the target 
variable. Then optimizing the design variables (60 mm), the optimal design results 
are obtained as shown in Figure  6. To meet the stiffness and strength, the volume 
is decreased (before the optimization model of volume for 8.430e * 008  mm3), the 
lightweight design is achieved (it can reduce 108 kg after optimization), then the 
design optimal solution is achieved, so the thickness of transverse stiffened plate is 
52 mm for obtaining lightweight design of product.

Figure 6. Optimization results
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5  Conclusion

Through the analysis of the CAE technology, the static analysis of the Bed of Gantry 
Milling Machine in certain conditions, that with the aid of simulation analysis module 
and optimization module of this software, and to judge whether it meets certain 
engineering constraints, the size optimization of this bed was realized with to meet 
the prerequisite for the stiffness and strength. In this paper, through the simulation 
analysis, it is used to solve the problem of the estimation error of the product 
design and the reliability of the verification experience; and through the dimension 
optimization design, it is used to solve the problem of design level which is difficult 
to improve by the design level which is based on the individual visual judgment and 
experience accumulation by the designer, thus reducing the production cost and 
improving the market competitiveness of enterprises.
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Da-xian HAO*, Chao YUN, Hui JIN, Gang WANG
Research and Optimization of Clip Type Passive 
Manipulator
Abstract: The Clip Type Passive Manipulator which can improve the refilling efficiency 
significantly to artificial recharge is designed for the Fast Medicine Dispensing System 
(FMDS) in Pharmacy. The Clip Type Passive Manipulator, which includes positioning 
unit, supporting unit, moving unit, is studied and applied for solving the problem 
of small capacity of the manipulator. The operating principle of the manipulator 
is powered by gravity. An optimal design of the key components in manipulator, 
dedicated ball screw, is improved in order to increase work efficiency of Clip Type 
Passive Manipulator. Based on the experiments and data analysis, results show the 
manipulator limit movement speed can be increased about 17% after the optimization. 
The refilling efficiency of manipulator met the demand of complementary medicines 
in a Fast Medicine Dispensing System and it makes the service life of ball screw in the 
manipulator longer. 

Keywords: Clip Type Passive Manipulator; Fast Medicine Dispensing System (FMDS); 
Optimization Design; Ball Screw

1  Introduction

Manipulator is one kind simple and useful Robot, which is used for heavy and 
monotonous manual work because of the higher cost of labor. The research on 
application of started from the late 1940s, when Oak Ridge National Laboratory 
(ORNL) of America used it for transporting radioactive materials in experiment of 
atomic energy. The first manipulator has been developed in USA since 1958.Since the 
1990s, with the rapid development of automatic, computer science, Web of things, 
operational research, and artificial intelligence have been merged together [1]. The 
direction of research on manipulator started to turn to standardization, modularization, 
networking and intelligentization. In the meantime, Manipulator technology in 
medical equipment is a new cross-over research field integrating medical science, 
biomechanics, robotics, mechanics of machinery, computer graphics and so on, and 
it has been a trend of research on manipulator in the world [2]. The main application 
of manipulator in medical industry is medical rehabilitation manipulator [3-5], 
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operation assistance manipulator [6-8] and medical logistics assistance manipulator 
[9-12]. In this paper, we mainly study the medical logistics assistance manipulator, 
and we develop a novel manipulator that aim at the low efficiency of refilling each 
time by manipulator. The Pallet Type manipulator, Scissors Type Manipulator and the 
Clip Type Passive Manipulator is developed to overcome low efficiency, and both of 
them are used in FMDS. The Scissors Type Manipulator is first type manipulator, and 
its shortcoming is also the problem of capacity. So the Clip Type Passive Manipulator 
is developed and applied in recent years.

2  The Clip Type Passive Manipulator

Rapid medicine refilling is the restrictive factor of FMDS. The medical logistics 
assistance manipulator is the key factor that influences the speed of the rapid medicine 
refilling. The shortcoming about the Manipulator of ROWA, Pallet Type manipulator 
and Scissors Type Manipulator is the capacity of supplementary medicine in one 
time, which structure is shown in the Figure 1a, 1b and 1c. 

 
(a)   (b)

  
(c) (d)

Figure 1. The Manipulator of ROWA (a), the Pallet Type Manipulator (b), the Scissors Type 
Manipulator (c), the Clip Type Passive Manipulator (d)
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2.1  Cartesian coordinate robot

Through the widely research about the structure form, the movement performance, 
price performance ratio of the Cartesian coordinate robot, determine the drive and 
control method of plane positioning system. X, Y axis adopt servo motor driven 
synchronous belt transmission parts, through vertical and horizontal direction to 
complete the manipulator positioning, realize of the medicine refilling [13].

2.2  The key component of Clip Type Passive Manipulator module 

In order to satisfy the multitudinous drug refilling, the system research and 
development the Clip Type Passive Manipulator module, which is shown in Figure 1(d). 
The core idea of this manipulator is to use the principle of gravity blanking, reduce 
the number of actuator, with a high performance price ratio.

Clip Type Passive Manipulator module including: positioning plate, limiting 
plate, supporting plate, chutes, lifting mechanism, stepper motor, etc.

Figure 2. The Clip Type Passive Manipulator

The manipulator has two direction inclined angle, one ensure the medicine box 
location the in the direction of gravity, the other slide component force realize 
medicine decline. For positioning of different size kits is achieved by the tilt of the 
positioning plate. According to the types of drugs and the number of kits, stepper 
motor rotates to the right position, and the manipulator accepts a corresponding 
number of drugs. After the completion of the above steps, when the manipulator 
reach to the predetermined position, stepper motor rotated a certain angle according 
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to the kit height, synchronous belt drives the lifting plate rise a corresponding height. 
When the kit exceeds the front plate of the rack, it slides into the transition slot of 
the rack due to gravity, and then slide into the medicine storage groove of the storing 
cabinet. Stepper motor repeats the action until the lifting board finally finished out 
all of the medicine.

Clip Type Manipulator refilling the medicine is achieved by using a stepper motor 
driven the ball screw. Manipulator travel is short, starting and stopping frequently 
prone to vibration. The advantages of the ball screw are that the movement is stable, 
the precision of repeated positioning is high, and the inertia of starting is small, which 
is suitable for frequent start and stop. The ball screw of Clip Type Passive Manipulator 
is shown in Figure 3.

Figure 3. The ball screw of Clip Type Passive Manipulator

3  Research about the key components of Clip Type Manipulator

3.1  Theoretical analysis of ball screw contact

Ball screw internal force can be applied to the Hertz contact theory analysis. On the 
basis of elastic mechanics, Hertz obtained the solution of the deformation and stress 
of two point contact cases in 1896, which is called Hertz contact stress. Hertz theory 
can be applied not only to the static elastic body, but also to the plastic deformation. 
Many of the collision parameters predicted by the Hertz theory were shown to be quite 
accurate in the later experiments [14].

Hertz theory is suitable for many kinds of shape of the contact bodies, surface 
coordinate formula is shown in (1), which contact point is original point.
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2 2
1 1 1 1 1 1 1 1

2 2
2 2 1 2 1 2 1 1

Z A x B y C x y
Z A x B y C x y

= + +
= + +   (1) 

A suitable Cartesian coordinate system is shown in Figure 4. The Z axis is perpendicular 
to the tangent plane of the contact point and direction of the object is positive. The 
x1-y1 axis is in the tangent plane, x1y1 can be removed by selecting the appropriate 
x1-y1 axis. 

Figure 4. Contact state of two elastic bodies

The deformation of the two contact surfaces is parallel to the Z axis, and the formula 
is

2 2
1 2 1 1d Z Z Ax By

−

= + = +   (2)

A and B are the positive constant related to with contact body curvature radius, 1R , 
1R
−

are the radius of curvature about contact body 1, 2R  are the radius of curvature 
about contact body 2. The relationship between the radius of curvature of A and B is 
shown in the formula (3) and (4).

1 2
1 2

1 1 1 12( )B A
R RR R

− −+ = + + +
  (3)

1
2 2 2

1 2 1 2
1 2 1 2

1 1 1 1 1 1 1 12( ) 2 cos 2B A
R R R RR R R R

β− − − −

       
       − = − + − + − −       
           (4)

In the formula, the β  angle is formed by two normal plane constrained by curvature 
1/R1 and 1/R2. Select the appropriate θ angle can eliminate the β  angle, θ  defined 
as

cos B A
B A

θ −
=

+   (5)
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2 2

1 2
1 2

1 1 1 1 1 12 cos 2 sec
2 2

A ec B
R RR R

θ θ − −= = + + +

  (6)

When the normal force F effects on the two objects along the Z axis, there will occur 
small deformation in the vicinity of the contact point and Form a small plane in the 
X-Y plane. The contact area and the separating surface can be distinguished by the 
formula (7) and (8).

2 2
1 2w w Ax Byα+ = − −   (7)

2 2
1 2w w Ax Byα+ > − −   (8)

w1 and w2 express deformation of the two contact bodies in the Z axis, α is the 
breakthrough volume, value is equal to w1+w2 in the Z axis direction, also the max 
contact stress of part, all points of the two contact surfaces are deformed.

Comparing with contact area, the contact body can be regarded as semi-infinite, 
and the contact area is only a small part of the total area. The deformation w of the 
concentrated force acting on the semi-infinite body in the Z=0 plane is derived from 
the elastic deformation theory.

2

z=0

2

1 =

1

pdxdy pdxdyw
E s s

E

µ δ
π

µδ
π

−
=

−
=

∫∫ ∫∫｜

  (9)

It only makes sense when the two objects in contact. Put the formula (9) into the 
formula (7) to get the formula.

[ ]

2 2
1 2

2 2
1 2

1 2
1 2

1 1

w w Ax By

pdxdy pdxdy
E E s s

α

µ µ δ δ
π π

+ = − − =

 − −
+ = + 
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  (10)

The two contact bodies can be calculated only if the following equilibrium 
conditions are satisfied, and the stress distribution and the stress distribution can be 
calculated:
(1)  The total force F is equal to the vertical reaction force provided by contact surface, 

F=∫∫pzdxdy.
(2) The acceleration of deformation in each contact and contact area is 0.
(3)  Compared to the size of the contact surface, the deformation of the contact area 

can be very small.
(4)  Contact surface shear stress τxz, τyz are 0, the normal force outside of contact area 

is 0.
The contact area and the contact stress can form an ellipsoid.



 Research and Optimization of Clip Type Passive Manipulator   311

2 2 2

2 2 2 1x y z
a b c

+ + =
  (11)

The total force acting on the two contact bodies is the mass of the ellipsoid.
4
3

F abcπ ρ=   (12)

ρ is the density of the material (kg/m³)
The formula for the stress distribution in the contact area is

2 2

2 2

3 1
2

F x yp
ab a bπ

 
= − − 

    (13)

For the elliptic contact area, the stress of the geometric center is
3

2m
Fp
abπ

=   (14)

The stress-strain formula of the two contact bodies is
3/2

hF k α=   (15)

In the formula, α is the normal deformation, kh is the Hertz contact stiffness, 
the value of which depends on the material properties and the geometry of the two 
contacts.

The formula for calculating the Hertz contact stiffness is

( ) ( )1 2

4
3

k
h

qk
A Bδ δ

=
+ +   (16)21 i

L
iE
µδ

π
−

=∑
 i=1, 2 (17)

The μ is Poisson’s ratio of two contact bodies, E is the elastic modulus of the contact 
bodies, δL is equivalent elastic coefficient (Mpa-1) for two contact bodies of, A+B is 
behalf the sum principal curvature of two objects contact point. qk is a function about 
A / B or θ, including qk and the A / B function can look-up table to obtain.

3.2  The optimization design of Special-purpose ball screw for Clip Type Passive 
Manipulato

Ball screw’s main drawback is the limitation of speed, affecting the efficiency of 
manipulator. So it is necessary to optimize design the Clip Type Passive Manipulator 
module dedicated ball screw, in order to improve the speed of the linear motion of the 
ball screw, to adapt the manipulator medicine refilling speed.

The reverse curve is a key factor influence the properties of ball screw. Ball screw 
operates at high rotating speed, will causing the impact forces between the steel ball 
and return tube may generate high stresses and cause damage to the return tube after 
some significant service times [15]. Return tube quality directly affects the reverse curve 
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of ball screw that lead to low-frequency noise, vibration, temperature rise, the service 
life and the max feed rate. The end plug type return tube belongs to the fluid type, 
suitable for low noise, low temperature rise, high speed ball screw is shown in Figure 5.

Figure 5. Ball screw internal structure

Ball in and out of the return tube is a process from loading to the unloading then loading 
again, during which the stress of the ball changes severe, so is the important to optimize 
the return tube. Due to the ball in the return tube is no preload, the ball forward movement 
is driven by the behind ball, lead to the collision between the balls, the friction and impact 
between the ball and the return tube and friction between the balls. 

The force of the ball in the return tube is shown in Figure 6. Fa is the centripetal 
force, Fn is counterforce between return tube and ball, Fp is the driving force behind 
the ball, Fz is resistance in front of ball, Fu is ball friction, Fu is due to the centripetal 
force Fa and normal component of force before and after ball, Fp1 is the driving force 
outside of the return tube, Fz3 is the resistance outside of the return tube. R is the 
radius of the return tube curve, e is the offset distance between the ball and the return 
tube curve center line.

Figure 6. Force of the ball in the return tube
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This paper innovative proposed the concept of driven resistance ratio, used to measure 
fluency that the ball through return tube [16]. The return tube ball screw is optimized 
by the optimization of the driven resistance ratio and the impact.
Definition of driven resistance ratio

3

1

     0 1
cos

z

p

F
F

η η
α

= ≤ ≤   (18)

1 cospF α is the tangential force of Fp1, provides the driving force for the ball, greater 
than Fz3, η  is driven resistance ratio.
η  is a variation function, and the driving efficiency can be optimized.

{ } 3

1

max max
cos

z

p

F
F

η
α

  ⇒  
  

  (19)

At the same time, the driven resistance ratio and radius of the return tube curve can 
be used as the objective function to be optimized.

1 2

1 1 1min
' 'r r η

 
+ + 

 
  (20)

But it is difficult to determine the weighting factor of the driven resistance ratio and 
radius of the return tube curve in the function, so it is not distribution suitable weight 
factor in objective function. When the rotation speed of the screw is changed, the 
optimal value of the driven resistance ratio is also need to be recalculated.

The optimization objective can be simplified for reduce the impact force between 
a single ball and return tube, if a single ball can through the return tube fluency, it can 
be assumed all balls through the return tube will be smooth. To reduce the collision 
force between the ball and the return tube is need to increase the radius of the return 
tube curve. But this will also increase the length of the return tube curve, the number 
of balls in the return tube will increase, resulting in increased friction and resistance. 
In order to balance this contradiction, this paper uses the multi section arc transition 
curve, to optimize the design of the return tube.

The approximate shape of the return tube curve is shown in Figure 7. It consists 
of five segments, in keep return tube import and export position unchanged, by 
transforming the radius R1, R2, R3, arc angle α1, α2, α3, L1, L2 is the entry and exit at 
the two ends, and get optimal return tube curve.

The optimization objective is to choose the shortest length of the curve, and the 
design variables can be defined within a suitable range. Reducing the length of the 
curve can reduce the number of balls in the return tube, which can reduce the friction 
resistance, reduce the time of the ball that passes the return tube, reduces the collision 
and energy loss. It is need to increase the curve radius where the impact force is large, 
on the contrary decreasing curve radius.
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Figure 7. Return tube curve

3.3  Establishing optimization mathematical model

(1) Objective function
The optimization design criterion is limiting the arc radius and arc angle in reasonable 
range. The optimization objective is to achieve the optimization of the length of the 
return tube curve. The objective function of the optimization is,

1 1 1 2 2 3 3 2min  =L L R R R Lα α α+ + + +   (21)

(2) Design variables
The design variables include the radius of the three arcs, which are expressed as R1, 
R2, R3, the arc angles of three sections are expressed as α1, α2, α3.

(3) Constraint
The constraint conditions can be determined by the geometric relationships between 
the variables of the return tube curve, which guarantees that the ball enters the return 
tube with sufficient transition stage length, as shown in the formula.

1 2 3

1 2 3

0 1 2 3

1

1 2 3

1

2 1

10

95.6
= + + + 13.5

0
=

23.5
7.52 sin 5.6 0

h
R R R

d d d d d
L
b b b b
L d
L L b

α α α

≥
 > >
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≤
 ≥
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 = + °− ≥

  (22)



 Research and Optimization of Clip Type Passive Manipulator   315

Objective function and constraint conditions are both nonlinear functions, and 
the problem is summarized as a nonlinear programming problem with equality 
constraints and inequality constraints. According to the mathematical model 
established in the previous, the use nonlinear programming function ‘fmincon’ in the 
MATLAB optimization toolbox, programming the optimization procedure to run the 
optimization results.

3.4  Results and Analysis

Results after optimization as follow. The radius of the three section is R1 = 16.2883 
mm, R2 = 11.4018 mm, R3 = 5 mm. The arc angles of the three sections arc are  
α1 = 0.3656 rad, α2 = 0.8018 rad, α3 = 0.5011 rad. The total length of the curve was 
L = 27.6506mm. According to the obtained results we can draw the return tube curve 
Figure 8. The impact force before and after optimization are shown in Figure 9 and 
Figure 10.

Figure 8 Comparison of curves before and after optimization: (a) Curve before optimization; (b) Curve 
after optimization

Table 1. Performance comparison of the return tube

Return tube Length 
of the curve

Pass
 time 

Max impact 
force

Impact force 
range

Return tube before optimization 29.1383 mm 0.0065 s 378 N 120~215 N

Return tube after optimization 27.6506 mm 0.005 s 255 N 150~180 N

Performance improvement level 5% 23% 32.5% 64%
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It can be known from the above table that the maximum impact force of the e return 
tube is reduced by 32.5%, and the limit movement speed can be increased about 17%. 
The Clip Type Passive Manipulator runs more fast, the medicine refilling velocity 
improved significantly, collision force fluctuations decreased, improve the service life 
of the ball screw in the manipulator.

Figure 9. Impact force before optimization

Figure 10. Impact force after optimization
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3.5  Maintaining the Integrity of the Specifications

The template is used to format your paper and style the text. All margins, column 
widths, line spaces, and text fonts are prescribed; please do not alter them. You 
may note peculiarities. For example, the head margin in this template measures 
proportionately more than is customary. This measurement and others are deliberate, 
using specifications that anticipate your paper as one part of the entire proceedings, 
and not as an independent document. Please do not revise any of the current 
designations.

4  Conclusion

The Clip Type Passive Manipulator is a new type of modular manipulator which is 
used for Fast Medicine Dispensing System. It solves the problem of small capacity 
and low speed of the traditional manipulator, improves operating efficiency of 
manipulator. Manipulator limit movement speed can be increased about 17%. The 
position repeatability of the Manipulator meets requirements, refilling efficiency is 
high, system is stability and failure rate is low. The manipulator will be more useful to 
solve the key component shortcoming. The Clip Type Manipulator is suitable for using 
in the Fast Medicine Dispensing System.
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Research on Material Removal of Belt Polishing for 
Blade Complex Surface
Abstract: To improve the polishing precision of blade complex surface, the quantitative 
material removal method for belt polishing of blade complex is researched in this 
paper. The removal rate model for belt polishing of blade complex surface based on 
Preston equation is firstly established. Then, by analyzing the contact process between 
blade surface and contact wheel, the contact force model, relative velocity model as 
well as contact time model are established. The material removal depth is calculated 
by integrating the material removal rate within the contact time between the blade 
and the contact wheel. Relationships of material removal depth relative to contact 
force, feed rate, belt speed as well as workpiece curvature are acquired by simulation 
analysis. Finally, the material removal depth model is testified by experiments, and 
measurement error is analyzed. Theoretical analysis and experimental results show 
that the established model in this paper is correct, and we can design reasonably 
machining parameters and realize quantitative material removal of complex surface 
by applying it. 

Keywords: material removal; modeling; simulation; belt polishing; blade complex 
surface

1  Introduction

As one of the important finishing processes of complex free-form surfaces, polishing 
has a crucial impact on surface quality and has been investigated for decades. In 
polishing of complex surfaces, such as turbine blade, there are strict dimensional 
accuracy requirements on the workpiece. Traditionally, the complex blade surfaces 
are polished manually. However, manual polishing is not only time and labor 
consuming but highly depends on labor’s experience and technology. Recently, 
computer-controlled belt polishing has been introduced into precision manufacturing 
for its characteristics of flexibility, high-efficiency and labor liberation that make 
it very suitable for manufacturing workpiece with complex free-form surfaces [1-3]. 
However, the dimensional accuracy is prone hard to control as large amounts of 
factors contribute to the removal effect simultaneously, such as belt speed, in feed 
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rate, workpiece geometry, the belt material, the elasticity of contact wheel, grit size, 
grain distance and so on.

Over the years, many academics made a systematically theoretical study on 
computer -controlled belt polishing process. The calculation of contact force between 
the elastic contact wheel and the rigid complex surfaces is one of the key works to 
analysis this process. The signorini method, which is focuses on the contact problem 
between an elastic body and a rigid body, has been used to solve the deformation 
of the elastic contact wheel. Blum and Suttmeier worked out a FEM model to solve 
this signorini contact problem and used an optimized mesh discretization strategy 
to enhance the efficiency and accuracy of the FEM model [4,5]. X. Ren proposed 
energy minimization principle to further help solving the signorini contact problem 
[6]. However, the modeling process is too computationally expensive since a small 
mesh size is required to ensure the calculating precision. Zhang developed a new 
model using support vector regression method as the learning machine to speed the 
calculation [7], but it is also time-consuming in the training phase and not suitable 
in real-time applications. S.H. Wu developed a super position force model based on 
Hertz method to approximately calculate pressure distribution in the workpiece-
wheel contact area [8], it was proven not only time saving but also of high accuracy, 
for which the model will be used in this paper. Since the local removals are not 
homogeneously distributed in the whole contact area due to the complex geometry 
of workpiece [8], any changes of workpiece curvature would influence the material 
removal accuracy, so the influence of workpiece curvature on material removal is also 
studied in this paper.

In this paper, a quantitative material removal depth model is implemented. This 
model can be used to achieve the quantitative material removal with little calculation 
work. The rest of this paper is organized as follows. In Section II, the material removal 
rate model and the material removal deep model are established. In Section III, 
simulation and analysis to model are done. The experiments and error analysis are 
described in Section IV, followed by conclusions in Section V. 

2  Material Removal Modeling

2.1  Material Removal Rate Model 

Figure 1 is the schematic diagram of belt polishing process. For surfaces with non-
uniform curvature, the contact state between the contact wheel and the blade surfaces 
varies according to the changes of surface curvature. The distribution of contact force 
and the relative velocity in different contact area are different. So it is meaningful 
to select appropriate process parameters based on the shape characteristics of blade 
surface to achieve quantitative removal. The traditional model of material removal 
rate is based on Preston equation [9,10].
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Figure 1. The diagram of belt polishing process.

.tscph dVPKd =   (1)

In the type: KP is the comprehensive influence coefficient decided by experiments, 
Pc is the contact force, Vs is the relative velocity, and dh is the material removal depth 
during contact time dt.

Many factors influence the material removal rate simultaneously in belt polishing 
process. These factors include polishing parameters such as belt speed, feed rate 
and the contact force, and tool features such as the tension of the belt, grit size, grit 
density, belt wear rate and contact wheel hardness. In (1), the impact of all the factors, 
except the contact force and the relative velocity, attribute to an integrated constant 
KP, which can be decided by experiments. Two most important factors on material 
removal rate, contact force and relative velocity, which are controllable, are modeled 
in next session based on the characteristics of blade surface and features of belt 
polishing tools.

2.2  Contact Force Model of Polishing Zone

According to (1), the force distribution in contact area is one of the most important 
factors for calculation of material removal rate. It can be calculated by FEA (finite 
element analysis) method preciously, but the method is time-consuming. Compared 
to FEA method, the Hertz method has been proven computationally easy and can 
effectively estimate the contact area and calculate the pressure distribution in contact 
area [8]. For the purpose of analyzing force distribution problem in the belt-polishing 
process of blade surfaces with Hertz method, the blade-wheel contact can be 
approximated by the contact between two cylinders based on the following facts [11]:
1. The polishing path is well planned so that when the workpiece-wheel contact 

occurs during the polishing process, the workpiece surface has minimum 
principal curvature along the axial direction of the contact wheel.
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2. The deformation that occurs during the workpiece-wheel contact is much less 
than the radius of the contact wheel and the local radius of the workpiece.
The contact status between contact wheel and blade is shown in Figure  2. 

Assuming the blade is a rigid body that has no deformation while the contact wheel is 
of elasticity and deforms when the contact happens. 

Figure 2. Contact status between contact wheel and workpiece.

For complex blade surfaces, it is also assumed that the contact area between the 
contact wheel and the blade surface is a line contact [12]. The contact force distribution 
between the contact wheel and workpiece can be calculated from (2) by applying 
Hertz method.
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 (3)

In the type: P is the contact pressure which can be further formulated as F/W, (F is 
the normal force; W is the thickness of contact wheel). R1 and R2 are the radiuses of 
the contact wheel and the local radius of workpiece respectively, R* is the equivalent 
radius. ν1 and ν2 are the Poisson’s ratios of the contact wheel and the workpiece 
respectively. E1 and E2 are the Young’s modulus of the contact wheel and the workpiece 
respectively, E* is the equivalent Young’s modulus. a is half of the width of the contact 
area. PHertz (x) is the pressure at the point with an x coordinate of x.

We can get the force distribution of the contact zone by using Hertz model when 
F, R1, R2, E1, E2, ν1, ν2 and W are given. The given values are: F=5, 10, 15N, R1=50mm, 
R2=25.2, 35, 55mm, E1=2.18Mpa, E2=210×103Mpa. The Hertz force distribution of polishing 
contact zone is shown in Figure 3.
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Figure 3a shows that when the radius of workpiece is constant, the larger the 
normal force of contact wheel is, the greater the force distribution of contact zone is. 
Figure 3b shows that when the normal force of contact zone is constant, the greater 
the radius of workpiece is, the less the force distribution of contact zone in the middle 
is, while the greater the force distribution of contact zone in the edge is. 

(a) R2=25.2 mm     (b) F=15N

Figure 3. The diagram of Hertz force distribution of polishing contact zone.

2.3  Relative Velocity Model of Polishing Zone

The relative velocity which is along the tangential direction of contact point, is another 
important factor that affects the material removal rate greatly. As shown in Figure 4, 
the contact wheel moves along the polishing trajectory. The velocity of the contact 
wheel for its self-rotation on a point with coordinate of x is Vm, the feed rate of the 
contact wheel along the polishing trajectory is Va, the rotational angular velocity of 
the contact wheel is w. So the relative velocity Vs along tangential direction between 
the contact wheel and the workpiece can be calculated with (4).
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In Figure 4, δ is the maximum deformation of the contact wheel [8], it can be calculated 
by (5).

 .
,0

,)(2
)(

2/122
2




















ax

axxa
a
P

xPHertz  

 

 .πE
PR

,aE
ν

E
ν

*E,RR*R 








4111111 2

2

2
2

1

2
1

21


 .cos）（coss 221  aVmVV  

 

 ].1）4（ln2[1
1

1

2
1 




 aR
E
vP


 



.

]1）4（ln2[1

2

22
2

2

222
21

1

2
122

221

R

xRaV

R

xxRaR
E
vPxRRR

wsV





























 


 

.

]1）4（ln2[1

)(
2

2

22
2

2

222
21

1

2
122

221

2
1

22
2































R
xRaV

R

xxRaR
E
vPxRRR

w

xa
a
P

K
td
hd

P








.

]1）4（ln2[1

)(2)(

2

22
2

2

222
21

1

2
122

221

2

1t
2
1

22
2

t

a

t

P

d

R
xRV

R

xxRaR
E
vPxRRR

w

xa
a
PKh






















































 






 ).sin(arcsin||
222 R
tV

R
a

Rx a 

 .
09.0

exp bladep

simulation

eriment K
h
h

  .
1

p

theory

measure K
H
H

  .100
1

n%
H

HH
e n

measured

theorymeasure 












 




 

 (5)

According to (4) and Figure 4, we can get the (6). 
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  (6)

Figure 4. The distribution of relative velocity. 

We can get the distribution of the relative velocity Vs by using (6) when polishing 
parameters w and Va are given, while parameters mentioned above are constant. The 
given values are: w=400rad/s, Va=0.02m/s, F=15, 10N, R2=25.2, 35mm. The distribution 
of the relative velocity of polishing contact zone is shown in Figure 5.

(a) F=15N                     (b) R2=35mm
Figure 5. The diagram of the distribution of relative velocity.
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Material Removal Depth Model The material removal rate model is firstly built by 
integrating (2) and (6) into (1).
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To obtain the contact time between the blade and the contact wheel, the polishing 
process should be analyzed. As is shown in Figure 6, in the process of polishing the 
blade surface, the contact between the contact wheel and blade is approximately 
linear. When the contact occurs in normal direction of the point i-m between the 
contact wheel and blade, the point i on the blade begin to contact with the contact 
wheel and its polishing begins too. The polishing of point i is over as the contact 
occurs in normal direction of the point i+m. Therefore, the material removal depth of 
point i is the integration of its material removal rate from the time of i-m (t1) to i+m 
(t2), as shown in (8).

Figure 6. Polishing process of point i.
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It can be calculated that the arc from i-m to i+m is 
2

2 arcsin2
R
aR , so the corresponding 

time is 
aV

R
aR

2
2 arcsin2

. In addition, in the polishing process, the relationship between the 
coordinate of the point i and time can be presented with (9).
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 (9)

Combining (9) to (8) and integrating (8) at (0,
aV

R
aR

2
2 arcsin2

 ), the material removal depth of 
point i can be calculated.

3  Simulation Analysis

The material removal depth model is simulated to forecast the quantitative 
relationship between the polishing parameters and the material removal depth. The 
workpiece material is Q235 steel with elastic modulus E2 of 210Gpa and poisson ratio 
ν 2 of 0.3 while the contact wheel is rubber wheel with elastic modulus E1 of 2.18N/
mm2 and poisson ratio ν1 of 0.48. Kp is 0.09 that is introduced from X. Ren [6]. The true 
value of Kp can be defined by (10) to apply to the belt polishing of blade surface. The 
radiuses of contact wheel and workpiece are R1 and R2 respectively.
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 (10)

There are three unknown polishing parameters in the material removal model that 
can be controlled in actual polishing process, include the contact force, feed rate and 
belt speed. To clearly show their influence on material removal depth, simulations 
were developed to study the relationships between them. 

Distribution of the contact force in contact area is a major factor that influences 
the removal depth, but it is hardly measured in real-time process. However, it can be 
expressed by the normal force F and their relationship has been discussed in section 
II. In Figure 7a, we chose R1 is 50mm and it is unchangeable, R2 changed from 10mm 
to 1000mm. It can be seen from Figure 7a that the material removal increase sharply 
with the increasing of normal force F, but it increases slightly with the increasing of 
R2.

For the required removal depth, it is able to select proper F based on the curvature 
of blade to achieve quantitative removal. In Figure 7b, the blade curvature R2 is stable 
while R1 changes from 10mm to 100mm. It can be seen that the removal depth increase 
largely with the increasing of R1. With this simulation, the appropriate contact wheel 
can be chosen according to the actual processing requirements. 

The relative velocity Vs is another major factor which impacts the removal depth. 
It is composed of two parts: feed rate Va and belt speed Vm. 
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Figure 7 and Figure 8 show that the material removal depth increases with the 
increasing of normal force F and belt speed Vm. This is because with the increasing of 
normal force F, the material removal rate increases. Similarly, with the increasing of 
belt speed Vm, the grinding grain number per unit time in polishing, so the removal 
rate increases. 

(a) R2 is variable                    (b) R1 is variable
Figure 7. The relationship between normal force and the material removal depth.

(a) R2 is variable                    (b) R1 is variable
Figure 8. The relationship between belt speed and the material removal depth.

Figure 9 shows that the feed rate Va has little impact on the material removal depth. 
This is because in abrasive belt polishing, the workpiece feed rate is far less than the 
belt speed. 
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(a) R2 is variable                    (b) R1 is variable 
Figure 9. The relationship between feed rate and the material removal depth.

4  Experiments of Material Removal Depth

The material removal depth model of belt polishing is testified by experiments. The 
material removal depth is obtained by adjusting machining parameters which are the 
normal force F, the belt relative velocity Vs and the feed rate Va. When a parameter is 
adjusted, other two parameters remain constant. When theoretical value is calculated 
by using (8), the comprehensive influence coefficient Kp is set as 1. Then Kp is revised 
by contrast and analysis between the measurement value and theoretical value. The 
revision equation is shown in (11).
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 (11)

Error of revised theoretical value and measurement can be calculated as shown in 
(12).
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 (12)

Where n is measurement times in each group. Here we set n as 30.
The machine tool used in the experiment is an adaptive grinding machine which 

is developed by the research group, as shown in Figure 10. We use disk force sensor 
as force measuring device. The force sensor is arranged on the lower part of the work 
piece, and is connected with the computer. When the tool head is pressed down, as 
the downward displacement increases, the force of the work piece increases, the 
force of the sensor increases, and the force of the sensor is displayed on the computer 
software. This force is the normal force of the workpiece during the machining process. 
The depth measuring device is Kean super depth VHK-900 optical microscope. The 
experiment selected medium-granular belt, which is P120 alumina. We use closed 
grinding patterns and lateral row cutting path.
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Figure 10. Adaptive grinding machine for complex surface.

4.1  Effect of Normal Force on Material Removal Depth

In the experiment, the workpiece is polished by increasing gradually the normal force 
F of the head of tool. Parameters are set as: Vs=0.25m/s, Va=0.1mm/s. Theoretical 
value and experimental value of material removal depth with different normal force 
is shown in Figure 11a.

According to (11), KP can be revised as 1.5290. Effect of the normal force F on 
the material removal depth which is calculated according to revised KP is shown in 
Figure 11b.

According to (12), we can get: e=4.172%.
The error between the measured value and the theoretical value is 4.172%, which 

is got by (2).

 

(a) Kp=1     (b) Kp=1.5290
Figure 11. Theoretical value and experimental value of material removal depth with different normal 
force.
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4.2  Effect of Relative Velocity On Material Removal Depth

In the experiment, the relative velocity Vs is increased by increasing gradually the 
rotate speed of driving motor. Parameters are set as: F=8N, Va =0.1mm/s. Theoretical 
value and experimental value of material removal depth H with different relative 
velocity Vs is shown in Figure 12a.

According to (11), KP can be revised as 1.3572. Effect of the relative velocity Vs 
on the material removal depth which is calculated according to revised is shown in 
Figure 12b.

According to (12), we can get: e=8.72%.

(a) Kp=1      (b) Kp=1.3752
Figure 12. Theoretical value and experimental value of material removal depth with different relative 
velocity. 

4.3  Effect of Feed Rate on Material Removal Depth

In the experiment, the workpiece is machined by increasing gradually the feed rate 
of the contact wheel along the polishing trajectory Va. Parameters are set as: F=8N, 
Vs=0.25m/s. Theoretical value and experimental value of material removal depth 
with different normal force is shown in Figure 13a.

According to (11), KP can be revised as 1.3728. Effect of the feed rate Va on the 
material removal depth which is calculated according to revised is shown in Figure 13 
(b).

According to (12), we can get: e=2.32%.
By comparing Figure 11, 12 and 13 to Figure 7, 8 and 9, we can see that the influence 

trend of main parameters to material removal depth H in experiments and simulation 
are accordance, which shows that established theoretical material removal depth 
model is correct.
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(a) Kp=1     (b) Kp =1.3728
Figure 13. Theoretical value and experimental value of material removal depth with different feed 
rate. 

And we find that KP is approximated in three experiments, so we can calculate 
average value of KP as comprehensive influence coefficient.

4.4  Error Analysis

1) Accuracy error of machine tool
There are some errors in the machine tool used in the experiment, which include the 
error of the machine tool slide guide and the transmission error of the machine tool. 
The flatness error of the slide guide has certain influence on the machining precision. 
The transmission errors that exist in the slide guide feed motion process lead to the 
change of machining parameters, thus the machining error is produced.

2) Belt wear
In the experiment, abrasive grains increasing with time gradually fall off, which lead 
to the decline of grinding ability, reduce the removal amount with same conditions. It 
produces a certain error to the removal result. 

3) Machine tool fixture error
In the direction of workpiece longitudinal stress, workpiece fixture is located by bolts 
which are on the both sides of fixture, which lead to greater friction to fixture. When 
the tangential force increases, workpiece fixture will have tiny movement, which 
offsets parameters change trend, and has a certain impact on the final machining 
precision. 
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4) Force sensor error
The experiment depends on the force sensor installed at the bottom of the workpiece 
to realize the control of the normal force of the workpiece. Due to the operation of the 
staff and the vibration of the machine tool, the feedback value of the force sensor has 
a certain range of fluctuations, which has a certain impact on the final processing 
results.

5) Measurement error
After the workpiece is processed, the depth of the material is measured by optical 
microscope VHK-900. Measurement results are greatly affected by human factors. 
When the processing department 3D molding is made, operators will adjust the stage, 
the adjustment of the speed will result in a certain impact on the measurement results.

5  Conclusion

A quantitative material removal depth model that focuses on belt polishing of complex 
blade surfaces is established in this paper, and the relationship between the polishing 
parameters and material removal depth is established. 

Through simulation to this model, it is testified that material removal with 
different curvature of blade complex surface is changeable when other machining 
parameters are invariable, and the contact force and belt speed have a great impact 
on removal while the feed rate of the wheel is of little influence, so that they can be 
combined properly to achieve precious polishing. It can also be deduced from the 
simulation that the smaller contact wheel can achieve a stable polishing, which is 
beneficial to realize precision manufacturing. Through experiments, it is testified that 
the model established is correct, and we can design reasonably machining parameters 
and realize quantitative material removal of complex surface by applying it.
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Visual Servoing based object pick and place 
manipulation system
Abstract: Object pick and place manipulation is essential both in the industrial and 
service robot field. In this work, we proposed a whole scheme utilizing eye-in-hand 
visual servoing for object pick and place manipulation system. The proposed paper 
makes the following three contributions over existing research, 1) a feasible scheme 
of object pick and place manipulation system is proposed in this work. 2) An efficient 
structured edge detector is used for contour extraction and object detection. 3) We use 
the feedback of force sensor to check whether the pick operation is successful. 

Keywords:  visual servoing; pick and place; structured edge detector; force feedback; 
eye-in-hand

1  Introduction

Robotic pick and place automation accelerates the procedure of picking workpieces 
up and placing them in new locations, which increasing production rates [1,2]. 
Traditional industrial manipulators that able to perform such operations often 
need to be programmed offline, and the workpieces are placed in the fixed location. 
Utilizing machine vision and computer vision to enhance the flexibility is critical to 
improve industrial profitability. Visual servoing is an approach to control the motion 
of a robot by visual feedback, involving many cutting-edge areas, such as computer 
vision, robotics, and control theory [3-5]. Integrating visual servo control system 
will enable better cooperation between humans and robots, which may enhance the 
man-machine collaboration. Numerous schemes have been proposed, which can be 
grouped into position-based methods and image-based methods. The image-based 
scheme is considered the most effective due to its simplicity of implementation [6-8].

To demonstrate the validity of the proposed unified dynamic control strategy, 
experiments were implemented by using a Baxter robot [9]. Baxter Research Robot is 
a humanoid robot platform with two 7-axis arms, integrated cameras, sonar, torque 
sensors, and direct programming access via a standard ROS interface [10]. Studies 
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on Baxter Research Robot cover human-robot interaction, collaborative robotics, 
planning, manipulation, control and perception in all applications.

This paper utilize the image-based visual servo system to assist the object pick 
and place manipulations. This work makes the following three contributions over 
existing research, 1) a feasible scheme of object pick and place manipulation system 
is pro-posed in this work. 2) An efficient structured edge detector is used for contour 
extraction and object detection, 3) we use the feedback of force sensor to check 
whether the pick operation is successful. The remainder of this paper is organized as 
follows. Section 2 detailed the whole object pick-and-place manipulation framework. 
In Section 3, edge detection results of two algorithms are illustrated. The conclusion 
of this work is drawn in Section 4.

2  The proposed pick and place manipulation system

Figure 1 describes the framework of visual servo system. Visual servo system usually 
consists of the visual system, control strategy and the robot system. Through image 
acquisition and visual processing, the visual system obtains appropriate visual feed-
back. Then the controller gains control input for robot. In specific applications, 
implementation of the visual servo system strategy needs to be designed according 
to practical task demand.

Figure 1. Framework of visual servo control system

The flowchart of object pick-and-place manipulation system is illustrated in Figure 
2. To place scattered golf balls from the table into a box with separate compartments 
which we called ball tray. After image are obtained with eye-in-hand camera, image 
processing and detection algorithms are used for ball tray detection. Edge detection 
operator and Hough circle methods and visual servoing are employed to detect and 
locate balls on the table. And then basic planning is used to choose a ball and plan 
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a grip. Finally, an inverse kinematic solution of 7-DOF robot is made to conduct path 
planning, motion generation and control. Finally, force feedback is employed to check 
if the ball is successfully grabbed until there is no ball found outside the ball tray.

Figure 2. The flowchart of object pick-and-place manipulation system

3  Details of proposed system

3.1  Camera Calibration

In the process of realizing the pick and place task, the positions of the balls and ball 
tray must be obtained with sufficient accuracy. With the range sensor integrated on 
Baxter arm, the distance of the arm to the table can be easily obtained. Combined with 
hand image acquired from hand camera, the object’s position relative to robot can be 
determined. The calibration board was placed at varying distances from a camera and 



 Visual Servoing based object pick and place manipulation system   337

images analyzed to find the camera calibration factor. The camera calibration factor is 
calculated as 2.5mm per pixel at 1 meter.

3.2  Coordinate frame transformation

The coordinate transformation of eye-in-hand visual system is achieved from the image 
plane to the robot reference coordinate frame [11]. We assume all arm movements are 
performed with Baxter’s arm pointing vertically down at the table, which simplifies 
the coordinates transformation.
With robot’s arm pose, the camera calibration factor and the height above the table 
pixel values can be converted to Baxter coordinates using the following formula:

( )* *p c B gB P P cc d Pose O= − + +  (1)

where B represents the Baxter coordinates, pP  is the pixel coordinates, and cP  are the 
center pixel coordinates, BPose  represents the Baxter’s pose, and gO  is the gripper 
offset, cc  is the camera calibration factor, and d  describes the distance from the 
table, which can be obtained with the infra-red range sensor on Baxter’s wrist.

3.3  Locating the Segmented Tray in the workspace

The robot carries out pick and place task under unstructured environment, which is 
sensitive to illumination and shadow. Edge extraction of ball tray is the prerequisite 
for locating. Canny edge detector [12] is proved to be the optimal edge detector due 
to due to good localization and detection results, however it has some drawbacks. 
More false edges are detected caused by using Gaussian filtering and not adaptive 
in thresholding. Canny operator use two thresholds, and high and low threshold 
values need to be manually adjusted with many experiments. Recently Dollar and 
Zitnick [13] take advantages of the structure present in local image patches to learn 
both an accurate and computationally efficient edge detector. This novel structured 
edge (SE) detector achieves high-quality results while being orders of magnitude 
faster than most competing state-of-the-art methods. In the proposed scheme, we 
utilize SE detector to find the ball tray. As the tray is the largest bounded region if the 
bounded regions can be isolated and the largest area will be extracted. The gripper 
fingers obscure part of the tray. To find the bounded regions the outer region of the 
edge image is flood filled with white pixels and the areas of the remaining bounded 
regions calculated. All small areas and all but the largest bounded region are flooded 
with white pixels. If there is a large bounded area left it is assumed to represent the 
segmented tray. If there is no bounded area, the arm position is dithered and a new 
image evaluated. Upon finding a bounded area, the center of the area is found through 
averaging the pixel coordinates and the arm is moved towards the center of this area. 
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This is performed iteratively until the displacement is below a threshold value. This 
improves the accuracy of the calculated tray position. The camera gets a clear view of 
the tray so the gripper does not obscure part of the tray and the camera calibration is 
more accurate in the center of the image.

Once the ball tray is found in the image, the orientation of the tray and accurate 
locations of the ball to be dropped need to be determined. A good indication of the 
position of the bottom left corner of the ball tray is given by the left most pixel in the 
bounded area and the position of the bottom right corner is given by the lowest pixel 
in the bounded area. The coordinates of the two corners and the coordinates of the 
center of the tray can be used to calculate the position of the other two corners and 
the orientation of the tray.

Given two corners A1 and A2 and the center O of a rectangle the other two corners 
are given by the vector equations:

3 12A M A= −  (2)

4 22A M A= −  (3)

The segmented tray can contain 6 balls. The lengths of the sides of the tray will give 
the orientation of the tray:

If ( )( ) ( )( )1 2 1 2 2 3 2 3A A A A A A A A− − > − − , 

then 1 2A A→  is the long side;

If ( )( ) ( )( )1 2 1 2 2 3 2 3A A A A A A A A− − < − − , 

then 2 3A A→  is the long side.
Meantime, the accurate locations of each ball can be calculated.

3.4  Locating the balls

Shape detection in an image is highly important in practical industrial applications. 
Many algorithms have been proposed to detect circles. Among these algorithms, 
Circular Hough transform has been widely used for rapidity and robustness. In this 
paper, the circular Hough transform is employed to find circles of a given size in an 
image. 

The transform is computed by taking the gradient of in gray scale images. The 
potential circles with approximately the right size are detected. The selecting strategy 
is always selecting the left most ball in the image with priority which is on the edge 
of the cluster. However, to avoid false detection of circles inside the tray due to tray 
structure, an exclusion area is considered during ball selection procedure. Baxter’s 
arm is iteratively moved over the selected ball and the image analyzed until the arm is 
above the selected ball to within a given tolerance.
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3.5  Pick the Balls

There are practical problems when perform the function of picking balls. When 
gripper pick the selected ball, the balls near the target ball may be touched and 
moved sideways. Thus Baxter’s arm movements should be slowed down when close 
to the balls. Besides, analyze the neighborhood of the selected ball from the image 
and rotate the gripper to the best angle to minimize disruption of neighboring balls. 
Rotating the gripper and moving slowly results in minimal disturbance of neighboring 
balls. The robot grip a ball and lift it vertically, and then transfer to a position a little 
height above the free space in the tray and dropped it.

4  Experiments

We tested our proposed whole system on Baxter research robot. For pick and place 
operation, we use the stock two fingered parallel gripper with a maximum width 
(open state) of 75mm and a minimum width (close state) of 37mm. Figure 3 illustrates 
some intermediate results of eye-in-hand visual servoing. Figure 3a displays the 
experimental Baxter research robot platform. Figure 3b shows one frame image 
obtained from eye-in-hand camera. Figure 3c shows the edge detection result using 
Canny operator, while Figure 3d illustrates edge detection result using SE detector. 
Figure 3e shows ball tray detection results. Therefore by comparing the edge detection 
results of two algorithms, we conclude that SE detector is more robust to noises and 
no need of tuning the parameters. In addition, with the processing speed up to 60 fps, 
SE detector adequately meets the real-time requirement.

5  Conclusion

In this paper, a visual servoing based object pick-and-place manipulation system 
is designed and tested. The structured forest based edge detector achieves accurate 
results in real-time. Effectiveness of the eye-in-hand visual servoing system has been 
evaluated through Baxter research robot. However, there are several aspects will be 
discussed in our further studies: first, employing machine learning algorithms to 
classify various shapes of workpieces; second, adopting advanced methods to solve 
the inverse kinematics problem; third, improve the image-based visual servo control 
scheme.



340   Visual Servoing based object pick and place manipulation system

(a)

  

(b)  (c)

 

(d) (e)

Figure 3. Eye-in-hand camera based visual servoing. a) the experimental Baxter research robot 
platform; b) one frame image obtained with eye-in-hand camera; c) the edge detection result using 
Canny operator ; d) edge detection result using SE detector; e) ball tray detection results
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Research on Wind Loads of Container Ship based on 
CFD
Abstract: The maximization trend of the transport ship makes wind loads play an 
important role in ship manoeuvring and energy saving. Having a large windage 
area makes container ship especially large container ship more sensitive to wind 
loads. Traditional research methods of ship wind loads are not only time and money 
consuming but also cannot completely reflect on the wind loads. Bearing this in mind 
in this paper a three-dimensional numerical simulation of airflow around a full scale 
Post-Panamax container ship based on CFD is presented. Several cases of numerical 
simulation of airflow around the container ship are carried out to investigate the wind 
forces acting on it and flow pattern around it. Wind loads coefficients are obtained, 
which are compared with the ones obtained by Isherwood empirical formula and 
wind-tunnel experiment to examine the accuracy. A good agreement is obtained 
among these three methods which prove the reliability of CFD simulation. 

Keywords:  CFD; wind loads; container ship

1  Introduction

The fuel efficiency and performance of container ship is of great concern for ship 
owners due to the economic and environmental considerations [1]. All ships 
experience wind resistance while underway, they may experience adverse effects of 
wind while manoeuvring in harbors and confined waterways. Unlike the majority of 
other type of ships, container ship has a large windage area especially those big scale 
container ships causing the wind influence more severe. It is necessary to study the 
wind forces acting on the container ships.

The traditional research methods of ship wind loads mainly include two kinds: 
wind-tunnel experiment and empirical formula. Wind-tunnel experiment is a method 
using corresponding technology and measurement equipment to measure the forces 
acting on ship model and the relevant information of the flow field by putting the 
scale model in a specific laboratory which can simulate the wind environment [2]. This 
method is an accurate and reliable method to obtain the wind loads of ships which also 
plays an important role in the research of the wind field and the wind loads. Because 
of the deflating scaling experiment the wind-tunnel experiment cannot completely 
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reflect on the wind loads acting on ships, besides it is time and money consuming and 
cannot simulate complicated wind conditions. Empirical formula method is derived 
from the regression calculation of large amount of ship wind-tunnel experiments 
of different types of ships [3]. However, the empirical formula method has a narrow 
application range and can only meet with high accuracy standard in full loaded and 
ballast conditions. With the advent of booting calculating ability of the computer, 
the numerical simulation method based on CFD (Computational Fluid Dynamic) 
has drawn the attention of many researchers. Comparing with traditional methods, 
the CFD method has many advantages like short numerical simulation period, 
low implementation cost, easy tuning process [4]. Additionally, the drawbacks of 
detecting points limitations in wind-tunnel experiment can be overcome by utilizing 
the CFD method and CFD method can display the simulated data by vivid diagrams. 
CFD technology has been employed in many fields including architecture wind 
engineering, ship, and aerospace field.

In this paper, the wind load of a Post-Panamax container ship is investigated by 
utilizing numerical simulation. Wind load coefficients and wind flow characteristics 
around the ship in wind angles of 0-180 degrees with steps of 10 degrees are obtained. 
The comparison of experiment data among these three methods show grate agreement.

2  Ship wind load coefficients

The wind loads acting on a ship in a horizontal motion is described in figure1, which 
including FX in bow direction, FY in transverse direction and yawing moment N. The 
wind angle is the angle between the wind direction and ship heading direction.

Figure 1. Coordinates definitions and forces
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For the sake of independence of the results, non-dimensional process is needed, 
so wind load coefficients are calculated with the formulas:   
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Where FX refers to longitudinal wind force, unit N; FY refers to the transverse wind 
force, unit N; ρ refers to air density (1.255 kg/m3); vr refers to the relative wind velocity, 
unit m/s; LOA refers to the overall length of the ship, unit m; AT refers to the front project 
area of the ship structure above water line, unit m2; AL refers to the side projection 
area of the ship construction above water line, unit m2.

3  Isherwood wind load calculation method

Isherwood proposed the empirical formula of wind loads through a regression of the 
wind tunnel experiment data of large quantities of merchant ships [3]. The formulas 
are shown as below:
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Where CX(θ), CY(θ) refers to the wind load coefficients in longitudinal and transverse 
direction when wind angle equals to θ, respectively. The definition of AT, AL are in line 
with above mentioned. ASS is the side projection area of the super structure; LOA is the 
overall length of ship; B refers to the ship width; S refers to circumference of the side 
projection area above water line; d is the distance from centroid of the side projection 
area above water line to bow; m refers to the number of mast and pillar in central 
longitudinal plane.

4  Numerical simulation

4.1  Ship parameters

In this paper, a Post-Panamax ship is investigated, with a capacity of 9,000 containers. 
In full loaded condition, 40 bays container can be stacked on the deck, with a highest 
of 7 tiers. Main parameters can be described as follows.
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Table 1. Main parameters of the ship

Length over all Length between 
perpendiculars

molded breadth Moulded depth Laden draught

340m 320m 45m 23m 13m

4.2  Pre-process of numerical simulations

The geometry model of the ship above water line was formulated by pre-process 
software ICEM CFD. It mainly includes part of ship hull and the containers stowed 
on the deck. Ship geometry is appropriately simplified in the pre-process which is 
shown in Figure 2. A proper computational domain is very important to the numerical 
simulation. Blockage ratio of the domain should less than 3% in wind field simulation 
[4]. The Rectangle shape computational domain which is shown in Figure 3 was 
employed with dimensions: 4 LOA× 10B×5H, where LOA refers to overall length of ship, 
B refers to ship width, H refers to vertical height from waterline to the highest level of 
the ship. The wind angle from 0 to 180 degree with one step of 10 degrees is realized 
by rotating the computational domain, which contributes to the simulation of wind 
flow around container ship with different wind angle. Structural meshes are applied 
for the discretization of the computational domain and the surfaces of container ship, 
which can accelerate the convergence and reduce truncation errors [5].

Figure 2. Ship geometry

Figure 3. The ratio relationship between the computational domain and ship
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Figure 4. Structural meshes of computational domain

4.3  Numerical simulation settings 

4.3.1  Governing equations 
This simulation is based on Reynolds-averaged Navier-Stokes equations, and RNG k-ε 
turbulent model. Therefore, the governing equations are shown as below:
The continuity equation: 
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The momentum equation:
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And two turbulence closure equations:
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Where Gk is turbulent kinetic production; Gb is turbulent kinetic energy caused by 
buoyancy force. 1C ε and 2C ε  are model constants 1.48,1.68 ; kσ  (= 1.0) and εσ  (= 1.3) 
are turbulent Prandtl number; tµ is the turbulent viscosity expressed as:
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The governing equations are solved by means of a collocated grid system using the 
finite volume method. Segregated method is used to solve the discretized equations. 
Second-order centred difference scheme is adopted for all spatial derivatives. 
SIMPLEC algorithm is used to correct the velocities with smaller relaxation factor and 
to improve the initially assumed pressure fields.
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4.3.2  Boundary conditions 
The boundary conditions represent the surroundings of the object being researched 
[6], appropriate boundary condition can accelerate convergence. Velocity inlet 
boundary condition simulation is imposed to the inlet of computational domain. 
For the sake of approaching the real wind flow at sea an exponential wind profile is 
applied which is described as:
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Where 0u  refers to a reference height which traditionally is 10 meters. α is the 
exponent representing the velocity profile which we choose 0.16. The turbulence 
intensity I and Turbulence Kinetic Energy k in velocity inlet were obtained through 
formulas below:
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The velocity inlet boundary condition mentioned above is achieved by UDF. No slip 
wall condition is imposed along the bottom of the domain and the surfaces of the 
container ship. Symmetry boundary condition can enforce a parallel flow [7], so the 
two sides of the domain are applied to symmetry boundary condition, which can 
reduce the influence of domain to the simulation.

5  Results and discussion

5.1  Wind load coefficients

Wind forces of the container ship in X direction and Y direction and yaw moment in Z 
direction are obtained by numerical simulation. Wind loads coefficients are obtained 
according to formulas (1)-(3). Another set of coefficients are calculated according to 
the Isherwood empirical formula. The coefficients acquired by CFD and empirical 
formulas are compared with coefficients obtained through wind-tunnel experiment 
conducted by Andersen [8]. Companions are shown in Figure 5, 6 and 7.

These three figures present graphical comparison of longitudinal force 
coefficients CX, lateral force coefficients CY and yaw moment Coefficients Cn. The 
shapes of coefficients curves among these three methods are approximate which 
make the numerical method reliable.
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Figure 5. CX curve obtained from three methods

Figure 6. CY curve obtained from three methods

Figure 7. CY curve obtained from three methods
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Figure1 shows the wind pressure coefficients increase with the wind angle 
increases when wind angle is between 0 to 30 degrees, coefficient reach the first 
climax when wind angle is 30 degree. When wind angle is between 30 to 100 degrees, 
the coefficients reduce with the wind angle increase and a fluctuation occurs when 
wind angle 50 and 60 degrees. The coefficients present a trend which is increase 
first and then decrease with the growth of the wind angle when wind angle exceed 
100 degrees. And it reaches another climax when wind angle is 150 degree. It can be 
conclude from Figure2 that lateral force coefficients increase first and then decrease 
with the increase of the wind angle, and climax occur when wind angle is 70 degrees 
and 100 degrees. Figure 3 shows that the yaw moment Coefficients reach its extreme 
positive value when wind angle is 40 degrees and negative extreme value when wind 
angle is 135 degrees. By comparing the wind load coefficients obtained by these three 
methods, it can be seen that the value of coefficients obtained by Isherwood empirical 
formula is the greatest among these three methods, and value of coefficients acquired 
by numerical method is the smallest. The reason of this phenomenon is that numerical 
method can effectively simulate the atmospheric boundary layer, in which the wind 
load acting on the ship is dramatically weakened, making the numerical simulation 
data smaller. Wind tunnel experiment, however, cannot stimulate atmosphere 
boundary layer well, making the result bigger. Isherwood formula is based on the 
wind tunnel experiment data, and for the sake of safety I t is more conservative, which 
makes the wind load coefficients the biggest among the above mentioned methods. 

5.2  Wind field traits around ship

In order to make a thorough investigation on the surrounding wind field traits of the 
ship, horizontal section where z=10 is being chosen to be researched in this paper. 
There are two reasons: on one hand, it is where the stacking recording begins, which 
makes it more special; on the other hand, by choosing several different planes in 
different Z value, it is found that more wind flow field information can be extracted 
abound from z=10 than others. In this paper we choose some typical results of the 
simulation which are when the wind angle equals to 0 degree, 30 degrees, 90 degrees, 
120 degrees and 180 degrees. 

The wind flow field information can be effectively obtained from the velocity 
contour and streamline. Based on the horizontal section at z=10, it can be concluded 
that the surrounding wind field is almost symmetrically distributed where the wind 
angle is 0, 90, and 180 degree. The backflow area increases first then decreases with 
the wind angle changing from 0 to 180 degree.
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5.2.1  Wind angle is 0 degree
When the air flow reaches the bow area, some of it will separate on the up edge of 
deck, while the other parts flow to left and right sides of the hull and then separate. 
The separation points on left and right sides are on the crossline where the bow fender 
meets the broadside on both sides. The separation points above the deck locate on 
sharp edges of containers. The air flow reattached onto ship, and the reattached point 
is 1/3 LOA away from ship bow. The reattached wind flow will separate again in ship 
astern. Two vortexes symmetrically distributed along the central line with a diameter 
of one 1/5LOA will be formed in ship astern. 

5.2.2  Wind angle is 30 degree
The backflow in the windward side will almost disappear, in the meanwhile backflow 
in leeward area increase. Reattachment points located in leeward is about one third 
of LOA from ship astern.

5.2.3  Wind angle is 90 degree
A large backflow area is formulated leeward side and no separations occur in 
windward side. Because of the squeezed streamline astern, the biggest flow velocity 
lies in the astern area, where the velocity is bigger than that of the bow area. The 
vortexes formed leeward are basically symmetrically distributed in transverse 
direction with width of half ship width.

5.2.4  Wind angle is 120 degree 
Vortexes are mainly distributed leeward and on the bow area. There are two vortexes 
in leeward side, one is formed by the separated flow in ship astern, the other is 
formed by the separated flow in bow area. The two vortexes intermingle with each 
other, the width of the total vortex area is about 1LOA. The maximum velocity occurs 
in ship astern.

5.2.5  Wind angle is 180 degree 
Wind flow separated in the right and left sharp edge of the ship astern forming two 
vortexes which are along with the two sides of the ship hull. Reattachment points are 
about 1/5 LOA from the ship astern, no separation occurs until to the ship bow where 
another small-scale vortex occurs.
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5.3  Pressure contour analysis 

Pressure distribution around the ship can be of great use to analyse the characteristics 
of wind flow [9]. The negative pressure zones in the pressure contour can reflect 
location and scale of vortexes. It can be concluded that the intensity and scale of the 
negative pressure zone change with the change of wind angle from Figure 8. When 
wind angle is 0 degree the pressure around the ship distributes symmetrically, in 
which condition the wind drag and yaw moment will be relatively small. When wind 
angle reaches to 30 degrees, the positive wind pressure center is close to ship bow and 
the negative pressure center is close to astern, which cause a big yaw moment. When 
wind angle is 90 degrees, there is a big positive pressure zone in the windward and 
a big negative pressure zone in the leeward causing a huge wind force in transverse 
direction. The huge transverse wind force will make the ship lateral move which 
is dangerous for ship navigation. When the wind angle reaches 120 degrees, there 
generates a big yaw moment in opposite direction to the direction of yaw moment 
occurs when wind angle is 30 degrees. In the case of wind angle is 180 degrees negative 
pressure zones and positive pressure zones are all located at ship astern which leads 
small ship drag and yaw moment. 

6  Conclusion

This paper has investigated the wind loads and flow pattern of a Post-Panamax 
container ship by using CFD numerical simulation. Wind loads coefficients are 
obtained by CFD and Isherwood empirical formula, and both results are compared 
with wind-tunnel experiment. The comparison shows good agreement, which 
indicates that the numerical simulation method is reliable.

It also can conclude from the comparison that the value of coefficients obtained 
by Isherwood empirical formula is the greatest among these three methods, and value 
of coefficients acquired by numerical method is the smallest.

The wind field around ship is almost symmetrically distributed when wind angle 
is 0, 90, and 180 degree. The backflow area increases first then decreases with the 
wind angle changing from 0 to 180 degree.

The position and scale of the negative pressure zone in leeward have great 
relationship with the wind angle. 
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Velocity contour when θ=0°  Velocity contour when θ=30°

  

Velocity contour when θ=90°`  Velocity contour when θ=120°

Velocity contour when θ=180°

Figure 8. Velocity pressure contour in plane Z=10m



 Research on Wind Loads of Container Ship based on CFD   353

  

streamlines when θ=0°  streamlines when θ=30°  

  
streamlines when θ=90°  streamlines when θ=120°

streamlines when θ=180°

Figure 9. Streamlines in plane Z=10m
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Pressure contour whenθ=0°  Pressure contour whenθ=30°

  

Pressure contour whenθ=120°  Pressure contour whenθ=120°

 

Pressure contour whenθ=180 °

Figure 10. Pressure contour in plane Z=10m 
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Qiang LUO*, Ping ZHOU, Wen GAI, Fei LIAO 
Design and Research of Model Sting Support Control 
System of Icing Wind Tunnel
Abstract: The sting support device of icing wind tunnel is a four-axis position 
closed-loop servo system consisting of a variable angle mechanism and a Y-direction 
mechanism. Due to motion coupling among the four axes, synchronous control is 
required. To ensure that the support device rotates uniformly at the specified angular 
velocity while accurately positioning the attack angle α and the sideslip angle β, and 
that the model center will not deviate from the axis of the wind tunnel during the 
rotation, this paper provides a detailed solution of complicated motion based on 
comprehensive mathematical analysis of the kinematic relationship between velocity 
and positions of the attack angle α, sideslip angle β and Y-direction lifting mechanism. 
In addition, the method used for controlling the multi-axis motion velocity and 
position is further discussed. At last, this paper sets forth the unique method for 
controlling virtual principal axis and α, β and y mechanisms position following. By 
use of this method, the velocity and positions of attack angle α mechanism sideslip 
angle β mechanism and Y-direction mechanism can be controlled in a highly-accurate 
manner. 

Keywords: Tunnel; Sting Support; Motion Control; Kinematic Relation; Multi-axis 
Motion 

1  Introduction

Control precision of wind tunnel model attitude angle is critical to acquisition of 
excellent model test data. Shown by relevant documents [1], most model test errors 
may be traced to model attitude error. The elevation angle α and yaw angle β are 
the most important model attitude angles. Research fellows have designed different 
types of mechanical structures and design approaches to control α and β angles of 
the model; however, only single-degree-of-freedom of α and β angles is controlled 
respectively by use of the conventional control method. It is difficult to implement 
synchronous control due to arduous arithmetical operation and unsatisfactory angle 
positioning precision; furthermore, the most important model security issue has not 
considered duly [2]. 

*Corresponding author: Qiang LUO, China Aerodynamics Research and Development Center, Mianyang 
City, Sichuan Province, China, E-mail: qluo2006@163.com
Ping ZHOU, Wen GAI, Fei LIAO, China Aerodynamics Research and Development Center, Mianyang 
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The new sting control system, specially developed for the icing wind tunnel, 
provides a unique multi-degree of freedom model support mechanism synchronous 
motion control approach, through which the elevation angle and yaw angle of the 
model can be controlled in a precise, safe and highly-effective manner. 

2  Basic requirements for sting control system

The sting support system is composed of the angle of attack and sideslip angle of 
mechanism and Y mechanism, which lies in high speed test section. The overall 
structure is shown in Figure 1.

Figure 1. Schematic diagram of support device

The System is a four-axis closed loop servo system. Due to motion coupling among 
the four axes, synchronous control is required. See Table 1 for the design technical 
specifications. 

Table 1. Main technical specifications

Control range Attack angle Yaw angle Roll angle

-15°-35° -30°-30° 0°-360°

Mechanical precision ±0.02° ±0.05° (forward β)
±0.025 (backward β)

-

Control precision
±0.02°

Control velocity Test velocity
1°/s

1°/s Manual
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3  Composition of control system and analysis of kinematic 
relationship

3.1  System composition

As shown in Figure  2, the sting support control system is composed of a control 
cabinet (containing PLC, HMI, motion control unit, etc.), 4 sets of AC servo amplifiers, 
servo motor, etc. An upper control computer, as the user’s operation interface, is 
used to implement remote control upon the attack angle, sideslip angle and lifting 
mechanism, and to display the motion status of these mechanisms and operating 
situation of servo drive in real time. PLC is used to transmit the data (like the motion 
status of these mechanisms, operating situation of servo drive) to the upper computer 
via industrial Ethernet, and the upper computer forwards control commands to PLC 
via the industrial Ethernet. Upon receipt of the control commands, PLC will implement 
velocity control or position control through motion control unit as per corresponding 
control strategy [3,4]. 

3.2  Analysis of kinematic relationship between mechanisms

3.2.1  Analysis of kinematic relationship between attack angle α mechanism and 
Y-direction mechanism
See the Figure  below for the geometrical relationship after simplification of attack 
angle mechanism. 

O

AB’
l0

α0
α0 = 34.772°

  l 0  =  175.285

Figure 3. Theoretical dimensions of attack angle mechanism

Given that the clockwise moving direction of the screw is positive and α augmentation 
positive, then the relational expression of α and l is as shown in Figure 4: 

 (1)
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Figure 4. Displacement relationship between attack angle and screw

By taking derivative with respect to the two sides of the Expression (1), the relational 
expression (2) between the screw moving velocity and attack angle velocity is solved, 
as shown in Figure 5:
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Figure 5. Velocity relationship between attack angle and screw

3.2.2  Analysis of kinematic relationship between forward/backward sideslip angle 
mechanisms
During the changing process of forward sideslip angle β1 from -60° to 60°, the 
backward sideslip angle β2 changes from -30° to 30°. The β1 is dependent upon the 
screw displacement l1, the displacement relationship between the forward sideslip 
angle and screw is as shown in Figure 6: 
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Figure 6. Displacement relationship between β1 and screw

By taking derivative respectively, the velocity relationship between forward sideslip 
angle and screw is obtained, as shown in Figure 7: 
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Figure 7. Velocity relationship between β1 and screw

Displacement relationship between the backward sideslip angle and screw is as shown 
in Figure 8. The β2 is dependent upon the screw displacement l2, the displacement 
relationship between the backward sideslip angle and screw is as shown below:

 

By taking derivative respectively, the velocity relationship between the backward 
sideslip angle and screw is obtained, as shown in Figure 9:
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Figure 8. Displacement relationship between β2 and screw
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Figure 9. Velocity relationship between β2 and screw

The relationship between the sideslip angel and forward/backward sideslip angles: 

β=β1-β2 

When dβ1=0.02°, α=0, to satisfy the precision requirement that the sideslip angle 
shall be 0.05°, the positioning precision of forward sideslip electric cylinder must be 
up to 0.055mm under limiting case. According to dβ2=0.02°, the positioning precision 
of backward sideslip electric cylinder can be solved; i.e., about 0.065mm. 

4  Control approach and control strategy

According to the analysis above, a mountain of arithmetical operation is required for 
conversion between straight line displacement at different degrees of freedom and 
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the target angle if control is made based on the aforesaid kinematic relationship; in 
addition, mechanism machining error, installation error and calculation error may be 
enlarged inevitably and control precision decreased accordingly. Furthermore, it is 
difficult to implement synchronous control due to improper synchronicity. However, 
the synchronous motion control approach of the sting support mechanism developed 
by us presents a sound resolution. This approach involves establishing a mapping 
relationship between the target position and the velocity of elevation angle/yaw angle 
of support device model and the motion parameters of actual mechanism at different 
DOF; simplifying mathematical derivation process and optimizing the motion control 
precision of the mechanism at different DOF by way of data fitting with the measured 
value; implementing positioning control of the mechanism support model by use 
of synchronous coordinated motion of DOF axis of the mechanisms; implementing 
motion protection of support model by use of the parameters concerning the DOF 
axis of the mechanisms, thus achieving synchronous coordinated control upon 
the elevation angle and yaw angle of the model, and improving control precision, 
operating efficiency and reliability.

4.1  Constant-speed variable attack angle control approach with virtual axis as 
principal axis (sideslip angle β=0°)

During the multi-axis motion process, the relationship between the position and 
motion velocity of the attack angle α screw and Y-direction lifting mechanism varies 
with the attack angle α. The attack angle α is the control core and control principal 
axis in the entire support system and the primary control mission is to achieve 
constant-speed variation and precise positioning of attack angle α. However, 
positioning of the attack angle α cannot be achieved by driving rotation axis with 
electric motor but by screw driving. Since non-linear relationship exists between 
the attack angle α and screw velocity & position, so the precise positioning and 
constant-speed variation of attack angle α can be implemented only by controlling 
the screw as per Expression (1) and function (2) above. It is difficult to implement 
such non-linear velocity control. By deep analysis, this paper provides an approach 
of building virtual α rotation axis. In using control algorithm, a virtual α rotation 
axis is built. Meanwhile, camshaft curve relationship is also built between α screw 
mechanism and α angle, and Y-direction mechanism and α angle. By controlling 
the virtual axis to rotate at the α target angular velocity, α screw mechanism and 
Y-direction mechanism will implement position follow-up in strict accordance 
with the camshaft relationship, thus achieving non-linear velocity and position 
linage during the multi-axis motion process. In this way, non-linear velocity control 
becomes position follow-up control while the operation process is simplified greatly 
and control precision improved remarkably. 



364   Design and Research of Model Sting Support Control System of Icing Wind Tunnel

During the test, the distance of multi-axis motion test model center deviating from 
the wind tunnel axis when the attach angel α motions from -15° to +35° is as shown 
in Figure 10.
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Figure 10. Distance away from axis of wind tunnel

4.2  Multi-axis follow-up control approach with virtual α rotation axis as principal 
axis (sideslip angle β≠0°, working condition of constant β and variable α)

To keep β be a constant angle other than 0°, the forward/backward β shall made 
follow-up compensatory motion and the four axes make combined motion in addition 
to variation of α angle by way of linkage of α mechanism and Y-direction mechanism. 
Firstly, the virtual α rotation axis rotates at the ideal angular velocity required by 
the attack angle and is located precisely at the target position. During the rotation 
of the virtual axis, the dynamic target position of all mechanisms can be worked 
out according to the position and motion velocity relationship among the attack 
angle α screw mechanism, Y-direction lifting mechanism and forward/backward β 
mechanism; in this way, the position follow-up of attack angle α, Y-direction lifting 
mechanism and forward/backward β mechanism can be implemented by control the 
axes. See Figure 11 for the calculation block diagram of multi-axis position follow-up.

Calculator for 
target position 
of linkage shaft

Initial position of attack

Angular velocity of attack 

Target position of αaxis

Target position of Forward β

Target position of Backward β 

Target position of Y axis

Figure 11. Calculation block diagram of multi-axis motion follow-up
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5  Test result and analysis 

As shown in Figure 12, the precision error of attach angle of sting support is less than 
0.01°, superior to the design requirements. 

Figure 12. Test data of attack precision

As shown in Figure 13, the precision error of the forward sideslip angle is less than 
0.015°, satisfying the design requirements.

Figure 13. Test data of β1 precision

As shown in Figure 14, the precision error of the backward sideslip angle is less than 
0.01°, superior to the design requirements.
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Figure 14. Test data of β2 precision

As shown in Figure 15, most of linkage test data of the sideslip angle is better than 
0.02°; most of linkage test data of the sideslip angle is better than 0.02°.

Figure 15. Test data of β1 and β2 precision

Y-direction precision is as shown in Figure 16.Considering that the measured absolute 
zero may be changed to -0.05, the precision is up to the design requirement. 

Figure 16. Test data of Y axis precision
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6  Conclusion

For a sting support control system, a mountain of mathematical operation as required 
by conversion between straight-line motion displacement at different DOF and target 
angles is omitted by way of building a virtual axis and data fitting with measured 
data, and the operation process is simplified greatly. By measuring with highly-
precise test apparatus, a mapping relationship is built between the actual straight 
line displacement value at different DOF and the attitude angle variable of the 
actual model, and corresponding function relationship is obtained by interpolation 
and data fitting; in this way, the mechanism machining error, installation error and 
calculation error may be reduced greatly and control precision improved. Introduction 
of new control approaches (including virtual axis, electronic camshaft) may facilitate 
implementation of synchronous control and bring about proper synchronicity. During 
the operation of mechanisms, the occurrence of accidents such as uneven stress, undue 
vibration and tunnel wall touching of mechanism will be minimized by monitoring 
the parameters and specifications in real time, like operation synchronicity of the 
axes, angle variation uniformity, and deviation of model center from the wind tunnel 
axis. According to the test results of function, safety and technical specifications of 
sting support system, the System is proved to be comprehensive, safe and reliable, 
and most of its specifications are up to even superior to the design requirements.
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Ping ZHOU*, Qiang LUO, Wei-kai HUANG, Zheng-hua GU
Development of Control System of Icing Wind Tunnel
Abstract: A 3m×2m Icing Wind Tunnel is a continuous transonic wind tunnel where 
icing test and conventional aerodynamic test can be conducted. In the wind tunnel, 
several systems are arranged and control system is complicated, and the total 
pressure, air speed and temperature control systems are featured by long-time delay, 
non-linearity and strong coupling properties. To meet the performance requirements 
of control system, controlled system of wind tunnel are analyzed. According to the 
analysis results, PROFINET industrial real-time network technology is applied toward 
wind tunnel control system and corresponding design scheme is worked out, and 
the characteristics are analyzed. In addition, appropriate control strategy is put 
forward for flow field parameters multi-variable control system. According to the 
commissioning process and effects, it is proved that the wind tunnel control system 
can satisfy the performance and specification design requirements of the wind tunnel. 

Keywords: icing wind tunnel; control system; PROFINET; industrial real-time 
network; Control Strategy

1  Introduction

Icing Wind Tunnel is important test equipment via which aircraft icing mechanism 
and relevant theoretical research can be conducted, influence of different icing 
patterns and ice accumulation process upon the aerodynamic characteristics of 
aircrafts is researched, so as to ensure flight safety of the aircrafts under icing weather 
condition. Meanwhile, in the Icing Wind Tunnel, aircraft low Reynolds number test 
can be conducted. Therefore, it can meet the subsonic aerodynamic test requirements 
for the high-altitude aircrafts (airfoil, semi-scale model and full-scale model )[1-3].

Compared with conventional wind tunnels, the Icing Wind Tunnel is equipped 
with several and large-scale systems (some of them have thousands of control I/O 
nodes) and internal control of subsystems is complicated. There exists coupling 
between the flow field pressure, wind speed and temperature control system in the 
Icing Wind Tunnel, therefore, such System is deemed as a typical MIMO system with 
non-linearity, large time delay and strong coupling property. A spraying system 
may exert strong interference upon the total pressure, temperature and wind speed 
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control system. Furthermore, according to the requirements, the Icing Wind Tunnel 
can be used to conduct low-temperature high Reynolds number test by corresponding 
operation control modes, in addition to icing test.

Through development of the Icing Wind Tunnel Control System, the following key 
technologies are addressed:

 – Due to large quantity and large size of systems arranged in the Icing Wind Tunnel, 
a distributed control scheme is used for it. However, concentrated real-time 
control function shall be provided to meet the requirements of flow field multi-
variable control to hardware platform. 

 – The"concentrated control + distributed control" scheme is use to achieve remote 
closed-loop control of network. The network system shall be of real-time, 
punctuality and reliability, so as to facilitate implementation of flow field multi-
variable control strategy. 

 – The control strategy for Non-linearity, large time delay, and strong coupling 
MIMO system.
This Paper, in light of the features and requirements of the control system of 

the Icing Wind Tunnel, provides the overall design scheme applying PROFINET 
technology toward the control system, and introduces the design idea concerning the 
wind tunnel flow field parameter control strategy. In addition, this Paper sets forth 
the actual effect which verifies the feasibility of design scheme of control system.

2  Controlled Systems and Requirements of Icing Wind Tunnel

The layout of Icing Wind Tunnel is as shown in Figure 1 [1,2]. It is mainly composed 
of fan system, altitude simulation system, cooling system, spraying system, anti/
de-icing system, humidification system, model support system, etc. 

 

Figure 1. The layout of Icing Wind Tunnel
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2.1  The technical specifications and requirements

The technical specifications and the requirements of wind tunnel are as follows:
 – Max. wind speed: main test section: 210m/s, second test section: 78m/s; high-

speed test section: 256m/s. Wind speed control accuracy: better than 0.3%.
 – Altitude simulation: maximum altitude: 20000m. Altitude control precision: 

control accuracy better than ±100Pa,in the range between local elevation to 
7000 meters. Accuracy better than ±50Pa,in the range between 7000 meters to 
20000 meters. 

 – Temperature range: ambient temperature ~-40°C. Temperature control accuracy: 
better than ±0.5°C.

 – Liquid water content: 0.2~3g/m3. Median Volumetric Diameter(MVD): 10~300μm. 
 – Humidity control range: 70%~100%,in the range between -15°C to -20°C,and 

100% in the range between -20°C to -40°C. Humidity control accuracy: ±5%.
 – Control precision of attitude angle of test model: better than 0.02°. The maximum 

move speed: 2°/s.
 – Hot air deicing system, mass flow rate control precision: 2g/s; pressure control 

accuracy: ±0.005MPa; temperature control accuracy: ±5°C.

2.2  Controlled systems description

Wind tunnel operation control refers to control upon the following systems [2,3]:

2.2.1  Fan system
The Fan system is composed of fan and its drive system, with the power of motor 
output axis being 6000kW, rated rotation speed of motor being 475rpm, maximum 
rotation speed 600rpm. The fan blade pith angle is adjustable when it is in shutdown, 
with adjustment range between -20° to +20°, adjustment positioning accuracy better 
than ±6′.

The Fan system is used to control air speed. The system objects include: inverter 
system, variable blade pitch angle mechanism, cooling fan of electric motor, motor 
stator internal anti-dew electrical heater and automatic grease-filling system. The 
system can monitor the axis temperature, vibration, motor temperature and other 
status. Siemens-ROBINCON perfect harmonic-free series of HV frequency converters 
are used. Control of air speed is implemented via adjustment of fan speed. Both 
altitude simulation system and spraying system can impose influence upon the air 
speed control system. 
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2.2.2  Altitude simulation system
Altitude simulation system is mainly used to control pressure of air in the Icing Wind 
Tunnel, thus simulating different altitudes. The System is composed of vacuum pump 
set (water ring pump + roots pump), piping, valves and relevant control units. The 
water ring pump set adopts inverter speed control and coordinates with the air make-up 
regulating valves on the main inlet piping. It is mainly used to simulate vacuum pressure 
control when the altitude<7000 meters (39kPa). The vacuum pump set, consisting 
of roots pumps and water ring pumps, is used to vacuum pressure control when the 
altitude is between 7000 meters to 20000 meters <7000m (39kPa~5kPa). 

Two 2BEC72A and one 2BEA203 are used as water ring vacuum pump and four 
LQ2500 and one LQ600 air-cooling roots pump are used as roots pump. 

To match up various working conditions in the system, air make-up regulating 
valves with different nominal diameters are arranged on the air inlet main pipes of the 
vacuum pump set and are used to control the vacuum pressure in the wind tunnel by 
coordination with the vacuum pump set. 

The controlled objects mainly cover: variable-frequency speed regulating control 
of vacuum pump set, flow rate control of air make-up regulating valves, cooling of 
vacuum pump set and monitoring of softened water. The spraying system, cooling 
system and fan system will impose influence upon the altitude control system. 

2.2.3  Cooling system
The cooling system is mainly used to control total temperature at stable stage in 
the wind tunnel. This system involves startup, operation energy level control of 
refrigerating compressor unit; control of lubricating oil station (used to lubricating the 
refrigerating compressor unit) and of auxiliary systems like cooling water circulation 
system; control of ammonia liquor circulation pump set; control of liquid supply 
electromagnetic valves, return-gas electromagnetic valves; electric regulating valve 
system subject to low-pressure circulation air suction pressure closed-loop control; in 
the way, operation safety interlocking of the system is implemented. 

The maximum refrigerating capacity of the cooling system is 11000kW 
(temperature at the evaporator outlet: -30°C), the minimum refrigerating capacity: 
330kW. Such system is composed of 12 compressor drives and auxiliary systems. The 
temperature in the wind tunnel is regulated by controlling the compressor units and 
low-pressure circulation cylinder air suction pressure. Fine control of temperture is 
implemented by controlling the low-pressure circulation cylinder suction pressure (to 
adjust the energy levels of compressor units).

2.2.4  Spraying bar system
The Spraying Bar System (SBS) is used to simulate the cloud and mist environment 
aircrafts pass through under which the cloud layer contains super-cooled water 
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drops. The SBS is able to generate water droplets with diameters (MVD) and Liquid 
Water Content (LWC). Furthermore, the system is capable to generate Super-Cooled 
Large droplets (SLD),with the range of freezing drizzle conditions.

The SBS consists of spraying bars, water supply subsystem, air supply subsystem 
and control subsystem. The SBS has 20 bars. Each bar is equipped with 50 spraying 
nozzles, totaling 1000 nozzles. Each nozzle water supply line is equipped with a 
solenoid valve that can be remotely switched on and off. Nozzles can be controlled 
independently, and by controling the proportion of air supply pressure to the water 
supply pressure,can meet requirements for any combination and implement different 
cloud & mist parameters.

Two types of nozzles can be replaced mutually to form MVD covering 10~300μm. 
The system’s controlled objects include: water and gas heater system, more than 50 
valves of water and gas lines, 1000 solenoid valves. 

2.2.5  Anti/de-icing system
Anti/de-icing system falls into: hot air de-icing system and electrical deicing system. 
The former is used to Anti/de-icing the wind tunnel parts and aircraft, so as to ensure 
test is conducted successful. The later is used to conduct aircraft anti/de-icing test. 

The aircraft anti/de-icing system currently provided mainly includes: hot gas 
anti-icing system, aerodynamic de-icing boot system and aerodynamic pulse de-icing 
boot system. Different systems put forward different requirements for mass flow, 
pressure and temperature of output hot gas, and all require precise control. The 
system is typical multi-variable control system. 

2.2.6  Humidification system
The system controls the humidity in the wind tunnel through controlling the 
temperature of water and gas heaters and regulating the flow rate and pressure. 
Humidity control range: 70%~100% (-15°C~-20°C), 100% (-20°C~-40°C).

2.2.7  Model support mechanism system
The model support mechanism has been designed in order to support the model 
weight and the aerodynamic loads generated by model aircraft. It includes upper 
and lower turntable mechanism, yaw angle mechanism and pitch angle mechanism 
equipped for primary test section. Lower turntable mechanism, yaw angle mechanism 
and pitch angle mechanism equipped for secondary test section. Left/right turntable 
mechanism and sting support mechanism for high-speed test section. 

The controlled mechanisms vary from the test sections. Motion controllers 
will be used to achieve the synchronous control strictly of the related angle 
mechanisms.
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2.2.8  Wind tunnel auxiliary system
Readiness of wind tunnel auxiliary system is the essential interlocking condition 
precedent for startup of wind tunnel. This system is composed of variable diffuser 
widened angle system, plenum chamber lifting platform and its hydraulic system, 
aerated sealing gas control system (gate and wicket of plenum chamber, gate of 
stilling chamber, variable diffuser front/rear flange and variable diffuser sealing ring) 
and gas distribution system. 

3  Overall Design of Control System of Icing Wind Tunnel

For the coupling between the flow field control system, such scheme integrating the 
characteristics of distributed control system and centralized control system shall be 
applied toward the control system architecture. 

In light of the features, the control system employs the overall architecture 
scheme of PROFINET-based control system. By this scheme, the control system can 
combine the advantages of the distributed control system and centralized control 
system in terms of performance. 

3.1  PROFINET performance [4-12] 

PROFINET (Process Field Net) is updated automatic bus criteria based on industrial 
Ethernet technology put forward by PROFIBUS International (PI). Such technology, 
by combining the automation technology and Ethernet network technology, can 
integrate other profibus system on a seamless basis. It is a complete network 
resolution available in the automation field, and covers real-time Ethernet, motion 
control, distributed automation, fault safety and cyber safety technologies, and can be 
completely compatible with the industrial Ethernet and existing profibus technology 
as cross-vendor technology. 

PROFINET supports three communication modes: TCP/IP protocol 
communication, real-time (RT) communication; IRT communication.
a) TCP/IP communication
TCP/IP and IT protocol is applied based on Ethernet technology. It can meet wind 
tunnel management-level (such as wind tunnel operation management level or wind 
tunnel information-based system) communication requirements, with response time 
about 100ms.

b) RT communication
PROFINET provides an optimized real-time communication channel based on Ethernet 
Layer 2, as shown in Figure 2. By using such real time channel, data processing time 
in communication stack is shortened greatly, thus improving the automated data 
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refresh rate. The typical response time of real-time communication is between 5 
~10ms, satisfying the requirements for data exchange among sensors, executors and 
controllers.

IT  application
For example:

HTTP
SNMP
DHCP

PROFINET application

Standard data Real-time data

TCP/UDP

IP

RT IRT

Real-time
Ethernet

IP

R
ea

l-t
im

e

Figure 2. Operating mechanism of PROFINET 

c) IRT communication
IRT function of PROFINET is provided by embedded ERTECT synchronous RT exchange 
chip on Layer 2. This hardware-based IRT communication resolution can ensure 
sufficient time accuracy while a large quantity of data is transmitted; meanwhile, the 
communication task of the processor on PROFINET equipment can be eased. In case 
of 100 nodes, the response time is less than 1ms, jitter error less than 1μs, in this way, 
punctual and defined response can be supported. 

3.2  Overall design of control system

Trunk network of the control system of Icing Wind Tunnel is of distributed control 
system network structure built with PROFINET industrial Ethernet. The trunk network 
is of optical fiber transmission media and ring-network structure, as shown in Figure  3 
[13]. The entire control system architecture is divided into three layers: wind tunnel 
operation management layer, network layer and subsystem execution layer. The wind 
tunnel core control PLC and local controllers of subsystems are connected to the trunk 
network of the control system via switch with synchronous real-time communication 
function. The subsystem controllers are used to implement operation control and 
safety interlocking of local subsystems according to the instructions from the wind 
tunnel core control PLC. 
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Figure 3. Block diagram of control system network of icing wind tunnel

Configuration and function design of the system is set forth below [13].

3.2.1  Design of wind tunnel operation management layer
Design contents include: wind tunnel core control PLC, wind tunnel test run 
supervisory computer, engineer station, operation monitor, database server, data 
analysis station, measurement system host, projection & display system, etc. 

Wind tunnel test run supervisory computer is mainly used to prepare and publish 
wind tunnel control missions and monitor important wind tunnel parameters and 
status. Such supervisory computer publishes the test missions (working conditions) 
to the “wind tunnel core control PLC” which implements dispatching control of 
subsystems (as shown in Figure 3). In addition, it forwards the wind tunnel operation 
data from the wind tunnel "core control PLC" to the database server for storing (as 
shown in Figure 4). Both the supervisory computer and operation monitor acquire 
wind tunnel operation data from the wind tunnel "core control PLC" via TCP/IP 
communication. 

S7-400PLC is used as wind tunnel core control PLC. It, as the Controller of 
the PROFINET I/O Device/Controller communication mode, communicates with 
subsystems in RT communication, thus implementing operation control and safety 
interlocking of the wind tunnel. 

The engineer station is used for programming of subsystem, program debugging, 
maintenance or monitoring upon several systems during the test via PROFINET 
network. 

Database server is used to enable network server and database functions; 
namely, storing and inquiring of test control data, parameters, measured data and 
parameters, status information parameters and fault information. In addition, the 
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database server can output various data curve, time sequence and reports as per 
specified requirements. 

Data analysis station provides the aerodynamic staff or user with test data for 
analysis and processing. 

3.2.2  Design of network layer
Network layer is composed of main switch and sub-switches via which subsystems 
are connected to the trunk network. 

Main switch is provided with IRT webmaster function, and supports PROFINET, 
integrate with redundancy management function and supports layer 3 exchange 
technology, VLAN technology, SNMP, web-based management and PROFINET 
diagnosis functions. Thanks to supporting VLAN technology, the main switch can 
define different VLANs to prevent data network broadcast storm and improve cyber 
reliability. The sub-switch is equipped with IRT switch module, with two 10/100Mbit/s 
RJ45 ports, two 100Mbit/s multi-modulus BFOC interfaces, and it is provided with 
fault signal indicating function, connection setting buttons, redundant power supply 
input, PROFINET IO design and network management function. Therefore, ring 
network functions can be provided. 

Also, such network supports TCP/IP, RT and IRT communication, satisfying the 
system requirements for different communication modes. 

3.2.3  Design of execution layer of subsystems
Internal network of subsystems can be configured independently based upon 
actual requirements, and is controlled on a concentrated basis by local controller of 
subsystems. Local controller communicates with the wind tunnel core control PLC 
via RT communication (PROFINET I/O Device/Controller communication mode) for 
concentrated control and management. 

Internal expansion of subsystems mainly includes: Ethernet network, Profibus, 
Profibus–DP Drive and Modbu. Profibus-DP Drive bus is used to support motion 
control system (TCPU controller is used). 

See Figure  4 and Figure  5 for schematic diagram of instruction and data 
transmission among systems and composition diagram of measurement & control 
software. 

According to above, the design scheme is provided with the following 
characteristics: 

 – To support several communication protocols and satisfy the different requirements 
at different layers. 

 – Be of ring network structure, optical fiber communication, to improve reliability 
of network control. 
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 – To combine the advantages of concentrated control & management and distribute 
control, with functions superior to conventional distributed control system. 
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4  Control Strategies of Wind Tunnel Flow Field Parameters

Wind tunnel test run control is currently divided into three operating models: icing 
(anti/de-icing) test run, ambient temperature test run; high-altitude low Reynolds 
number test run. 

Under icing (or anti/de-icing) test run operating model, control system is made 
to control the wind speed, altitude (total pressure) and total temperature(at stilling 
chamber); cloud & mist parameters are controlled by combination of large-size and 
small-size nozzles and regulating of water and gas pressure and temperature. If 
model anti/de-icing test is conducted, the model anti/de-icing control system needs 
to be put into tuning. Both the altitude control system and temperature control system 
are featured by long-time delay, the wind speed, altitude and temperature control 
system is a MIMO coupling system. In addition, when the spraying system starts to 
work, it may impose different influence upon the wind speed, altitude simulation and 
temperature control system. However, flow field parameters as required by tests shall 
be get stable rapidly. 

Ambient temperature test run and high-altitude low Reynolds number test run 
operating model are mainly used to conduct force test. For offset heat generated by 
fan system, the cooling system shall work. High-altitude low Reynolds number test 
requires the altitude simulation system to participate into pressure control, and the 
following working conditions shall be implemented: constant pressure (constant 
altitude), stepped variable wind speed for force test; constant pressure (constant 
altitude), constant wind speed and continuous or stepped variable model attitude 
for force test, etc. For coupling between wind speed control and pressure control, 
speediness and stability of wind speed and pressure shall be addressed during the 
stepped variable control of wind speed. During the regulation of wind speed and total 
pressure, temperature control shall meet specified control precision requirements, so 
as to ensure the repeatability of the test. 

In relation to control strategy, the control algorithm of conventional control 
theory for the long-time delay system and multi-variable system generally relies upon 
transfer function [15]. However, transfer functions focus on the objects described by 
linear ordinary differential equations. For the controlled system with severe non-
linearity and time-varying properties, it can be expected that sound control effect can 
not obtained. According to the characteristics of the Icing Wind Tunnel, we, based 
on references [14,16-26], utilizes the “open-loop stability” feature of the flow field for 
the design of control strategy, and divide the flow field control process into “startup 
establishment process” and “fine tuning process”. In this way, the complicated multi-
variable decoupling algorithm is decomposed into single-variable control algorithm, 
and the coupling is deemed as disturbance, so as to improve the system’s robustness 
and resolve the coupling issues, thus implementing precise control upon flow field 
parameters. 
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For control on “start establishment process” of flow field, the required target value 
obtained through test is corresponding to “preset” control target value of relevant 
systems. System coupling will not be considered for control at this stage. In light of 
establishment time of system corresponding parameters and through time sequence 
scheduling, the systems can be controlled according to the “preset” control target 
value, then switched to the “fine tuning process” after establishment of the flow field. 

Intelligent PID or self-adaptive control algorithm that is of increment cascade 
control structure is used for the “fine tuning process”, so as to improve the system’s 
robustness and implement precise control upon flow field parameters. 

With further commissioning, if the required target value obtained through test 
is corresponding to the “preset” control target value of relevant systems, expert 
knowledge-based can be built, thus building a intelligent control system based on 
expert knowledge. 

Control block diagrams of total pressure (simulation altitude), wind speed and 
temperature are as shown in Figure 6, 7 and 8. The intelligent controller as shown 
in the figures below is used to enable the “knowledge-based” to calculate the 
“preset” control target value of relevant systems based on the given target value, 
and automatically complete switch between “start establishment process” and “fine 
tuning process” and intelligent PID algorithm according the parameters change. Its 
software functions are implemented jointly by relevant subsystem controllers and 
“wind tunnel core control PLC”, therefore, the cyber communication will be subject 
to the higher requirements of punctuality and reliability. 
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Figure 6. Block diagram of total pressure (altitude) control system 
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Figure 8. Block diagram of total temperature control system

5  Control Commissioning

Ventilation test for the Icing Wind Tunnel was deemed successful in July 2013, and 
the first icing test was conducted in October of same year. From July 2013 to date, we 
have been conducted commissioning of control system. During the commissioning, 
the control network system has been operated stably and reliably, without any fault. 
Control software is developed in convenient and rapid manner. Control strategy of 
flow field control can meet all specification requirements. Icing test effect of aerofoil 
front-edge is as shown in Figure  9, and the flow field parameter control response 
curve (wind speed: 35m/s; total pressure: 39kPa, total temperature: -20°C) during 
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control commissioning is as shown in Figure 10 [13]. After the air speed, total pressure 
and the total temperature stability, the air speed changed, the flow field parameter 
response curves is as shown in Figure 11. The Control commissioning results shows 
the precision of total pressure, wind speed and total temperature is superior to design 
requirements.

Figure 9. Airfoil icing test

 

Figure 10. The process parameter response curves 
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At present, we have completed the primary commission of wind tunnel and are 
conducting further and optimization commissioning.

6  Conclusion

Based on the actual conditions and effect of commissioning of icing tunnel control 
system, it can be concluded that: 

 – Distributed control system based on IRT network is superior to conventional 
distributed control system and can integrate distributed control and concentrated 
control. Thanks to application of ring network structure and optical fiber 
transmission, the cyber reliability is improved, thus satisfying the requirements 
of large-size systems and correlative multi-variable control systems.

 – PROFINET, by supporting various communication protocols, can achieve 
consistent communication from management layer to equipment layer. It has 
advantages including succinct, reliable structure and sound openness. 

 – Control process is divided into “star establishment process” and “fine tuning 
process”. By using smart control strategy based on expert knowledge, the 
multi-variable coupling control of flow field parameter can be implemented 
successfully. With further commissioning, the “knowledge-based” can be 
improved and optimized continuously, thus optimizing the flow field parameters 
control performance specifications. 
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Railway Track Collapse Monitoring System in Mining 
Area based on KALMAN Filter
Abstract: Facing on the phenomenon of railway track collapse in mining areas, Basing 
on KALMAN filter, a kind of railway track collapse monitor system was proposed in 
this study. Firstly, the basic design principle of the system was analyzed. Secondly, 
MEMS gyroscope and GPS module were used as attitude measurement components, 
adopting PLC to collecting real-timing sampling of gyroscope and GPS information, 
customizing Windows CE operating system of ARM to control the whole system. What 
is more, the data of gyroscope and GPS were fusion by using KALMAN filter method 
on MATLAB software. The test results showed that the system has accurate readings 
in the flat and bumpy road, Besides, the system can feedback the results effectively 
when the angle error is more than 0.4 degrees. The system conformed to the index of 
railroad track dynamic detection in China, which can be widely used in railway track 
subsidence monitoring.

Keywords: track collapse; gyroscope; KALMAN filter; MATLAB; angle error

1  Introduction

Railway track transportation has an irreplaceable role in our daily life. Track 
collapse may cause the train run unstably and create serious accidents [1]. In remote 
areas, ordinary artificial static test was low efficiency and the period of calling 
large track inspection vehicle was too long, which could not meet the requirement 
of the safety production. What is more, multiple sensor components and complex 
algorithm in most detection system cannot apply for the track collapse test [2,3]. 
This article designed a low cost portable track collapse monitoring system and 
related algorithms. In the end, the system experiment was proposed to verify the 
effect.
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2  The hardware and software design of the system

2.1  The Overall Structure of the System

Track collapse monitoring system consists of three parts, acquisition unit, storage 
unit and data process unit. Firstly, system collected angles and corresponding 
location information through MEMS gyroscope and GPS module by means of PLC. 
Secondly, PLC sent the test data to the Win CE system ARM through serial port. What 
is more, KALMAN algorithm was used to make the data fusion and remove noise [4, 
5] on personal computers. Finally, the analysis data of track collapse situation were 
shown on screen. Figure 1 is the overall structure of the system.
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Mini2440(run 
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system）

Kalman 
filtering 

algorithm

SD card 
storage

LCD display

Signal amplify 
circuit

Data collection

Data storing
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Figure 1. The overall structure of the system

2.2  Hardware design

The accuracy of system depends on the performance of gyroscope sensor and GPS 
module [6]. System chose LPMS-CU gyroscope and TIANBAO BD970 GPS module 
after thinking of comprehensive factors. Latitude and longitude information that 
GPS transfer back can be directly collected by PLC [7]. It is no need to have signal 
amplification, which only need to demodulation for location information in the PLC 
program. But the gyroscope signal is relatively weak. So it is important to design 
signal amplification circuit [8] on gyroscope. Circuit diagram designed was shown 
in Figure 2.
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Figure 2. Signal amplification circuit diagram

2.3   Software design

Software design includes three parts: Custom Windows CE operating system, PLC 
data acquisition program, KALMAN filtering algorithm. 

Firstly, system board completed custom Windows CE operating system by a series 
of processes, which includes installing drivers and system components. 

PLC data acquisition program was written through a software named GX Developer. 
The program accomplished the acquisition of gyroscope and GPS information. Two 
signal information was required to be collected at period of 0.2 seconds. Internal 
registers range from D10 to D13 were used to store data signals. The flow chart of PLC 
data acquisition was shown on Figure 3a. The data communication between PLC and 
GPS is another important part. Data communication must obey NMEA 0183 protocol 
[9]. GPS receiving data was transformed to PLC through serial port according to the 
NMEA 0183 protocol. Coordinates, time and altitude were output regularly by means 
of sequential control method. Figure 3b told us the details.
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KALMAN filter algorithm (optimization regression data processing algorithm) 
obtained optimal value angle by fusing the measured value of GPS and gyroscope. If 
we want to estimate the actual angle values of k time, we need to predict the angle of 
k time according to the angle value of k-1 time [10,11]. And then system calculated the 
Gaussian noise according to the predicted angle of k time [12]. Finally, the KALMAN 
filtering algorithm continually did recursive variance to the end. The formulas were 
derived according to the method above.

( 1) ( 1 1) ( )X k k AX k k BU k− = − − +   (1)
( 1) ( 1 1) TP k k AP k k A Q− = − − +   (2)
( ) ( 1) / ( ( 1) )

TTK k P k k H HP k k H R= − − +   (3)
( ) ( 1) ( )( ( ) ( 1))X k k X k k K k Z k HX k k= − + − −   (4)

The formulas above were updated equation of KALMAN filter. A and B were state 
transition matrix. K was KALMAN gain. Z(k) was the observation matrix and H was 
parameter matrix. We performed the KALMAN filtering algorithm through MATLAB 
software on PC terminal System, which can eliminate the gyroscope drift and noise 
reduce noise, so as to optimize angle value through KALMAN filtering algorithm.

3  System experiment

3.1  Experimental method

Experiment Chose flat and bump roads instead of the railway track and equipped 
sensors on the car. Car speed ranges from 1m/s to 1.5 m/s, Both running distance were 
ten meters and sampling period were 0.2 seconds. Three experiments were carried 
out in respectively three days. Each test was able to detect both direction Angle 
and location information. Finally, drawing the conclusion by using KALMAN filter 
algorithm on the computer.

3.2   Experimental result

1. Firstly, dedicated level protractor was used to measured the static values of 
sampling points before the system test. Three measurements made the average to 
determine the scope of the system angle adjustment. 

2.  Afterwards, setting sample frequency of 5 Hz after the system run smoothly. Three 
experiments were carried out in respectively three days to get the measuring 
values of corresponding position coordinates. 
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3. Finally, data was uploaded to the computer and system obtained the absolute 
error values of corresponding position coordinates(the difference between 
readings after filtering and static values) and covariance value of the system by 
means of KALMAN algorithm. Covariance value determines the system precision. 
The smaller covariance value is, the higher system precision will be. The absolute 
errors value determines whether the collapse is out of limits. In case of the 
measured horizontal Angles, the typical experimental data of horizontal Angle in 
flat and bumpy roads were showed in the Table 1 and Table 2.

Table 1. Horizontal angle measured changes in the flat road test

Coordinates (E 118°57′)/ ″ 44.32 44.33 44.34 44.35 44.36 44.37

Static values/° 3.28 5.15 2.82 3.96 4.46 2.60
Absolute angle/° 0.12 0.19 0.05 0.42 0.21 0.09

Table 2.  Horizontal angle measured changes in the bumpy road test

Coordinates (E 118°57′)/ ″ 44.41 44.42 44.43 44.44 44.45 44.46

Static values/° 5.77 -17.05 -10.92 26.49 12.18 9.85

Absolute angle/° 0.15 0.45 0.37 0.63 0.22 0.25
Note: covariance value is 0.0048 in the flat road and 0.0036 in the bumpy road.

4  Conclusion

This paper designed a set of railway track subsidence monitoring system based on 
MEMS gyroscope. System design, hardware selection circuit and software algorithm 
were accomplished in the study. Through the actual system test and the analysis of 
relevant data, the conclusion is made as follows:
1)  System mainly obtained gyroscope Angle and GPS location signals by PLC. GPS 

and gyroscope data were fusion by KALMAN filtering algorithm, which have a good 
dynamic response in the experiment.

2)  The system test results showed that the system has accurate readings in the flat 
and bumpy road. Besides, the system can feedback the results effectively when the 
angle error is more than 0.4 degrees, The system conforms to the index of railroad 
track dynamic detection in China, which can be widely used in railway track 
subsidence monitoring.
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Li ZHU

The Method of Harmonic Source Identification in 
Power Supply System
Abstract: With the continuous expansion of the scale of the grid, more and more new 
electrical equipment and precision equipment access to electricity power system, 
and they have inject a large amount of harmonic power grid, the problem is very 
prominent. Since the system harmonic source numerous and dispersed, this make 
accurate measurement become a difficult problem, and in order to make a fair price 
in electricity charges, This is closely related to the harmonic source identification. 
In order to solve this problem, This paper proposes the method based on harmonic 
source identification, and through calculation and analysis of the fundamental and 
harmonic by separation. Analyzing the harmonic power flow in measurement point, 
and it can provide a basis for reasonable electricity charges in measure harmonics 
bilateral energy. This paper has create a digital simulation to show its correctness and 
feasibility.

Keywords: Harmonic Source; Harmonic Source Identification; Power Flow; Digital 
Simulation.

1  Introduction

Power system harmonics are periodic functions by Fourier series decomposition, those 
components’ angular frequency are n times to the fundamental angular frequency 
[1]. Under the presence of harmonics in the power system, the linear load electricity 
metering points, and the power metering is the fundamental power plus the harmonic 
power. While in the non-linear load energy metering point, the power metering is the 
fundamental power minus the harmonics power. According to the different harmonic 
currents flowing judge this load branch harmonic power of positive and negative, 
and then judge the true harmonic power generation side and consumption side [2,3]. 
In this paper, the relevant research lack of harmonic interference on electric energy 
metering, research on harmonic source identification, and propose the method based 
on harmonic source identification, and it can be able to solve complex power system 
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energy metering which have large errors. And effectively identify sources of harmonic 
power in grid load branch, accurate identification of harmonic source. This method 
is feasible and effective.

2  The method of harmonic source’s harmonic power identification

In order to analysis the nonlinear network of the distribution of power relations, using 
the harmonic power flow to distinguish harmonic source. Established linear load and 
nonlinear load equivalent network, as it shown in Figure 1.
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Figure 1. The equivalent model network of  linear load and nonlinear load

The network that only harmonic source work is shown in Figure 2.
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Figure 2. The network that only harmonic source work

There is a total of m branches in Figure 2, among them, the power supply system 
branch is TS branch and linear branch is Ti(i = 1, 2, 3, ...,t) branch. And Zi = Ri + jXi, 
nonlinear branch is Tj(j= t,t + 1,...,m) branch. And Tj branch where nonlinear equivalent 
harmonic source Uj(k) and equivalent impedance Zjk (Zj = Rj + jXj), k represents the 
number of harmonics, and k=2,3,…,n. Uab(k) representatives the voltage between two 
points a and b in k harmonic.

According to circuit theorems.
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Its system power active power consumption:
2

( ) ( )s k s k sP I R=   (3)

The current of linear branch Ti(i = 1, 2, 3, ...,t):
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( )
( )

ab k
i k

i k

U
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Z
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The linear branch active power consumption of each branch:
2

( ) ( )i k i k iP I R=   (5)

The current of non-linear branch Tj(j= t,t + 1,...,m):
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The nonlinear branch active power consumption of each branch:

( ) ( )( ) ( ) ( ) cos( )
ab k j kj k ab k j k u IP U I θ θ= −   (7)

The system power working alone is shown in Figure 3.

Z1 Z2 Zm

Us

Zs

Ima

b

Uab(1)Zr

T1 T2 Tr Tm
I1(1) I2(1) Ir(1) Im(1)Is(1)

Ts

 

Figure 3. The circuit diagram of power system working alone

Among them, Us is system power, r represents branch, r=1,2,3,…,m. According to 
circuit theorems.
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Active power consumption in power system Us  branch:
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The current in other branch Tr = (r = 1, 2,...,m):
( )
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Z
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Active power consumption in other branch:
2

( ) ( )r k r k rP I R=   (11)

In expression of active power consumption in linear load, Pi(k) and Pr(k) are positive. 
Description linear user consume fundamental power from the power system. And 
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also absorb harmonic power; In linear load branch, harmonic power from the grid 
side to the user side. Active power consumption in nonlinear loads, Pr(k) is positive, 
it means that nonlinear user consume fundamental power from the power system; 
Pj(k) is negative, it means that nonlinear user feedback harmonic to the grid, thus, the 
branch Tj have harmonic source.

By analyzing these results, it can get further harmonic source identification 
method by harmonic power flow: Judging by the direction of harmonic power flow in 
measurement point, if the harmonic power flows from the power system to the load 
branch, the load branch is not have harmonic source. Conversely, if harmonic power 
from the load side to the power system, it is determined that the load branch have 
harmonic source [4,5].

3  The digital simulation of harmonic power identification

For ease of calculation, set the number of branches to four, the simplified model 
shown in Figure 4.

T1 T2 T3 T4

Zs

Us U1k U2k U3k

Z1 Z2 Z3 Z4

I1 I2 I3 I4P1k P2k P3k P4kIs

Ts

Ps

 

Figure 4. The circuit diagram of harmonic power flow identification

Among them, Zs = Rs + jXs is equivalent impedance of system source, Z1 = R1 + jX1 

is equivalent impedance of load branch 1, Z2 = R2 + jX2 is equivalent impedance of 
load branch 2, Z3 = R3 + jX3 is equivalent impedance of load branch 3; U1k, U2k and 
U3k respective for the three branches of the load harmonic voltage; T1, T2 and T3 are 
power metering points; Us is system source, only produce the fundamental voltage 
[6,7]. Each module parameters in Figure 4 are as follows: 

 

  =50Hz ;   =2    =100   ;   =3   =300   ; 
  =5   =500   ;    =220   sin(100  t) ; 
    =100  sin(300  + 

 ) ;     =20  sin(500    
 ) ; 

    =100  sin(300  +  )+ 20  sin(500    
 ) ;   =6 ; 

  =2 ；  =1  ;   =1  ;   =1  .  

Modeling results of fundamental and harmonic current in each branches [8,9], 
are as it is shown in Table 1; And each of branches of power consumed by the 
fundamental and harmonic power [10,11], as it is shown in Table 2.
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Table 1. The fundamental and each harmonic currents in Measuring point 

Load branch Fundamental wave 3rd harmonic 5th harmonic

s(A) -35 6.82 1.82

1(A) 5 -29.55 5.45

2(A) 10 40.91 -9.09

3(A) 10 -59.09 -9.09

4(A) 10 40.91 10.91

Table 2. Active power consumption of fundamental and each harmonic in Measuring point 

Load branch Fundamental wave 3rd harmonic 5th harmonic

s(W) -350 278.93 19.83

1(W) 50 -1208.68 59.50

2(W) 100 1673.55 -99.17

3(W) 100 -2417.35 -99.17

4(W) 100 1673.55 119.01

According to Table 1 and Table 2, in the fundamental wave, the measuring point are 
Ts, T1, T2, T3, T4. Only fundamental power in Ts is negative, whilefundamental power in 
T1, T2, T3, T4 are positive. Explanation only the branch Ts have the fundamental source, 
other branch doesn’t have the fundamental source. The sum of active power consumed 
by branches T1, T2, T3, T4 is equal to active power issued by Ts. In the fundamental source 
of the active power consumption in branches Ts, T1, T2, T3, T4 algebraic is the 0. In the 
3rd harmonic, 3rd harmonic power in T1, T3 are negative, while 3rd harmonic power in 
Ts, T2, T4 are positive. Explanation the branches T1, T3 have 3rd harmonic source, Ts, T2, 
T4 doesn’t have the 3rd harmonic source. And in the 3rd harmonic source of the active 
power consumption in branches Ts, T1, T2, T3, T4 algebraic is the 0. In the 5th harmonic, 
5th harmonic power in T2, T3  are negative, while 5th harmonic power in Ts, T1, T4 are 
positive. Explanation the branches T2, T3 have 5th harmonic source, Ts, T1, T4 doesn’t 
have the 5th harmonic source. And in the 5th harmonic source of the active power 
consumption in branches Ts, T1, T2, T3, T4 algebraic is the 0. Then, the comprehensive 
analysis, the Ts branch only have the fundamental source, the branch T1 only have the 
3rd harmonic source, the branch T2 only have the 5th harmonic source, the branch 
T3 have both the 3rd harmonic source and the 5th harmonic source, the branch T4 

doesn’t have any harmonic source or fundamental source. This is consistent with the 
parameters that have set, thus verifying the correctness of MATLAB simulation.



 The Method of Harmonic Source Identification in Power Supply System   397

4  Conclusion

Conclude the analysis results of this paper, we can get the conclusions as follows:
1. Abandon the existing measurement methods based on the total distortion of 

the waveform to calculate active power consumed by the user, and separate the 
fundamental wave and harmonic. Refinement analysis of each harmonic power 
load, and identification system harmonic source. 

2. Analyzing the flow of harmonic power measurement point, if the harmonic power 
from the power grid to the load, the load branch doesn’t have harmonic source. 
On the contrary, if the harmonic power from the load to the power grid, the load 
branch have harmonic source.

3. In the linear load energy metering point, energy metering power is the 
fundamental power plus harmonic power. In the non-linear load energy metering 
point, energy metering power is the fundamental power minus harmonic power.
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Chun-yu WEI*, Shuai LIU, Wen-da YU, Zhan WANG
Optimization for the Balancing Cylinder of a 3-DOF 
Planar Manipulator
Abstract: 3-DOF planar manipulator is used for loading and unloading materials 
and as a accessory for machine tool. A new approach is presented for design and 
optimization for the balancing cylinder. The working environment of the manipulator 
is introduced and according to the loading and unloading working processes, path 
planning is designed and expressed by piecewise function. In a period of motion of 
the manipulator, every component generates the torque caused by gravity. The static 
total torque is calculated by the theoretical analysis and kinematics simulation used 
ADAMS. Then the balancing cylinder is designed and the relevant parameters are 
optimized. The results show that the method of the optimization is right and effective.

Keywords: manipulator; design and optimization; balancing cylinder; static total 
torque

1  Introduction

3-DOF planar manipulator is a special mechanism as a accessory for machine tool 
to load and unload materials. It is different from general industrial robot because of 
being installed in the machine, obviously more compact and cheaper. Especially, a 
numerical control machine mainly processes a class of part, this manipulator will be 
very suitable for this occasion.

The manipulator consists of big arm, small arm and gripper. The motor and 
reducer that drive the big arm rotate relative to the base must output big torque 
because of the gravity of load and every component. So balancing cylinder is very 
important to neutralize the total torque caused by the gravity of them.

About balancing cylinder, many experts and scholars have conducted a lot of 
research, and some results have been achieved. These results are very helpful for 
this research. Jakob Weström presented an automated approach in optimal design 
of the spring balancing cylinder of an industrial robot using multi-disciplinary and 
multi-objective design optimization, and the developed methodology was robust and 
efficient enough for use in the engineering practice [1]. Simon Lessard designed a 
new medical parallel robot and analyzed its static balancing to enhance the safety 
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of the proposed robot [2]. In this article, five-bar assembly with torsion springs were 
presented and its main objective of static balancing is the safety enhancement of the 
proposed robot structure. Because the static balancing can reduce motor torque, it is 
very useful for increasing safety in operating mode and the mobility of the robot (by 
decreasing the motor weight). Professor W.J. Zhang researched on force balancing in 
robot mechanism design and a force balancing method called adjusting kinematic 
parameters (AKP) for robotic mechanisms or real time controllable (RTC) mechanisms 
is proposed [3]. The key idea in the AKP method is that when a system is not in a 
force balancing status, change of the kinematic parameters can make the system 
balanced. V. Arakelian proposed a new approach for balancing of spatial parallel 
manipulators that involves connecting a secondary mechanical system to the initial 
robot, which generates a vertical force applied to the platform of the manipulator 
[4]. The suggested balancing mechanism was designed on the base of the multi-
loop pantograph linkage introduced between the robot base and the platform. The 
minimization of the input torques was carried out by constant and variable forces 
for static and dynamic modes of operation. The study conducted by Alberto Martini 
dealt with the compensation of gravity loads in closed-loop mechanisms as a possible 
strategy for enhancing their working performance [5]. Dan Zhang designed dynamic 
balanced legs that were combined to synthesize parallel mechanisms [6]. These 
researchers are very enlightening and in this article a 3-DOF manipulator is designed 
and related parameters are optimized. So the motor and reducer can become much 
lighter and smaller and the safety can be enhanced.

2  3-DOF manipulator and its path planning

The numerical control machines VTC3240 have configured 3-DOFmanipulator 
according to the characteristics of the processed object, as shown in Figure 1. The 
manipulator designed is 3-DOF planar series mechanism. Panasonic servo motors 
and reducers are used in three joints. The pneumatic gripper is Schunk imported 
from Germany. The working process of the manipulator is shown in Figure 2, and 
can be described as: workpiece conveyor belt moves along vertical paper direction, 
left side is the placing area for processing parts and right side is the placing area for 
processed parts, the gripper firstly grab the workpiece to be processed, then moves to 
the triangle chuck of machine and put it on the right position, at last the manipulator 
returns to the initial position waiting for processing the workpiece. When the process 
is over, the manipulator moves to grab the part and put it on the right side of the 
conveyor belt, and then moves to grab another new workpiece again along the same 
track.
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Figure 1. VTC3240 and its 3DOF manipulator.
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Figure 2. Loading and unloading working process.

The manipulator moves to grab the workpiece from original position, then put 
it on the triangle chuck and then returns back to the original position. This 
process is a working period. In this period, the trajectory of the gripper palm is 
“A→B→C→B→A→D→E→D→A”, as shown in Figure 3. The running time of AB, AD, DE 
are all 3 s, and BC is 4 s, so the full working period is 26 s.
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Figure 3. Path planning of the manipulator.

According to the characteristics of movement and function of the manipulator, we 
can make the workpiece always kept upright posture during the movement process 
of loading and unloading. So if the trajectory coordinates of palm point M(xM,yM)are 
given, the pose of workpiece during the whole movement process can be obtained. 
The coordinate system is established according to Figure  3, the motion trajectory 
equation of point M can be expressed as the form of piecewise function:  (unit:m) 

(1)

2

2

: 0.1682 0.6094   [ 1.255,0] 
: 1.255            [0.8744, 0.9794]

     (1)
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3  Static torque of shaft I

The Figure 3 shows that the manipulator is a three-bar mechanism, upper arm, lower 
arm and gripper from top to bottom, and the axes of rotation are I, II and III. During 
the process of loading and unloading, the motion is slow and steady, so although 
the acceleration at the start of the moment is a little high and should be considered 
seriously, the servo motor can bear a lot of instantaneous overload and static torque 
is more important if we want to design and optimize balancing cylinder. According 
to the related parameters, the instantaneous acceleration can be get by experiment, 
and the maximum instantaneous dynamic torque can be calculated. If this value is 
lower than the times of instantaneous overload of servo motor, it is reasonable not to 
consider this factor. We can calculate static torques of the 3 axes. Among them, the 
static torque of axis I is maximum, and it is due to the gravity of workpiece, gripper, 
lower arm, upper arm and all of the motors and reducers.
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At any time, the total static torque is formed by every component’s gravity acting 
on the axis I, as shown in Figure 4. Assuming that clockwise is positive and anti-
clockwise is negative, equation (2) is obtained: 

b sm s hm h w=G +G +G +(G +G +G )
(2)   z cb A cs B

B M

M x x x x
x x

⋅ ⋅ ⋅ ⋅ 
= ' (2)

where Mz is the total static torque on axis I, Gb is the gravity of upper arm, xcb is 
the horizontal coordinate of the centre of gravity of upper arm Cb, Gsm is the gravity 
of motor and reducer of axis II, xA is the horizontal coordinate of A, Gs is the gravity 
of lower arm, xcs is the horizontal coordinate of the centre of gravity of lower arm Cs, 
Ghm is the gravity of motor and reducer of axis III, xB is the horizontal coordinate of B.
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C b
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Figure 4. Composition of total static torque.

Measure the parameters of each part of the manipulator, as shown in Table 1. mi is 
the mass of every component, li is the length of upper arm and lower arm, lci is the 
distance to O and A from upper arm gravity center and lower arm gravity center.

Table 1. Parameters of manipulator model

Every component mi(kg) li(m) lci(m)

upper arm 32.2 0.80 0.35
lower arm 18.3 0.7 0.32

motor II 10.0 - -

motor III 6.0 - -

gripper 30.0 - -

workpiece 50.5 - -



 Optimization for the Balancing Cylinder of a 3-DOF Planar Manipulator   403

The horizontal coordinates of B, Cs, A and Cb are obtained by kinematics simulation 
according to the target track of the workpiece, in a period, as shown in Figure 5.

And then according to the formula (2), the total static torque around axis I, Mz, 
can be obtained, in a period, as shown in Figure 6.
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Figure 5. x-coordinate of every point during a period.
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Figure 6. Mz around I axis during a period.

4  Parameter design and optimization

According to the installation space of actual device, a balanced cylinder system, as 
shown in Figure 7, is used. One end of the balancing cylinder is hinged at the S point, 
and the other end is hinged at the Cb point. Theoretically S point can be change on 
the whole plane, but considering the actual structure and the symmetry about Y 
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axis of movement, S point should be located on the Y axis, and its coordinate can be 
optimized. Cb point can’t be changed and is a constraint condition.

x

y

O

Gb

Cb

S
balancing cylinder

Figure 7. The adopted balancing cylinder.

The spring stiffness of the balance cylinder system is determined according to the 
empirical formula (3) given by the author which is proved to be effective:

1 2 min-                                 (3)zmax zk l l M M⋅ − =  (3)

where k is the spring stiffness; l1 and l2 are respectively the distances between 
point S and Cb when Mz reaches the maximum value Mzmax and minimum value Mzmin. 
Further, establish the objective function to optimize the coordinates of S point:

2 2 2
0

1
[ ( ( ) ) ]         (4)

n

cbi s cbi zi
i

f k x y y l M
=

= ⋅ + − − −∑ , (4)

where n represents the number of discrete points in Figure 5 and 6; (xcbi, ycbi) are 
the coordinates of point Cb at the i position in the trajectory, and ys is the vertical 
coordinate of the point S; l0 is the original length of the balancing cylinder spring; Mzi 
is the total static torque at the i position in the trajectory.

The optimization goal is f = fmin, and then calculate the parameters k and ys. 
According to the empirical value and actual position of assemble, there are another 
constraint conditions: ys∈[0.1, 0.5] (unit: m).

The program is established and optimized with MATLAB software according 
to the formula (3) and (4). The result is that ys = 0.312 m. So we can further get the 
change curve of balancing cylinder output force Fc, as shown in Figure 8. The torque 
Mbc produced by the balancing cylinder on the I axis can be calculated according to 
the formula (5):

2 2
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Figure 8. Curve of output force of balancing cylinder.

Further, the synthetic moment Mzz on the I axis after adding balancing cylinder can be 
calculated according to the formula (6):

+                                                       (6)zz z bcM M M=   (6)

The change curve of Mzz in a movement cycle is shown as in Figure 9. Before and 
after adding the balancing cylinder system the total static torques on the I axis are 
shown as in Figure 10. We use ΔM to express the level of reducing torques needed by 
balancing cylinder, and the curve of ΔM is shown as in Figure 11.
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Figure 9. Curve of the synthetic moment.
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Figure 11. Curve of the level of reducing torques.

5  Conclusion

In conclusion, aiming at a 3-DOF planar manipulator used for loading and unloading 
for machine, a method of parameters optimization has been proposed. The simulation 
results show that the balancing cylinder can effectively reduce total static torque on 
axis I, so the manipulator can be much lighter and safer. The method of balancing 
cylinder design and parameters optimization for a 3-DOF manipulator is right and 
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effective, the whole process of analyzing is complete and can play an important role 
in development of manipulator for numerical control machine. 
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Finite Element Modal Analysis of an Eight-axis 
Industrial Robot Painting System Applied to 
Boarding Bridge Painting
Abstract: An eight-axis industrial robot painting system (EIRPS) for painting the 
boarding bridge is presented. In order to understand the dynamic performance of 
this robot system, the finite element analysis software Workbench is used to make 
the modal simulation in this paper. Firstly, the overall mechanical structure of the 
EIRPS is described. And then, the finite element model is built and the modal analysis 
procedures are set out detailedly. In a configuration which conforms to the actual 
situation, the natural frequencies and corresponding vibration modes of the first 
six orders of the robot system are obtained. On the basis of the calculation results, 
relative weak parts of the robot system are shown and the optimum proposals are 
put forward. The analysis results indicate that the modal analysis of the mechanical 
structure of the EIRPS is reasonable.

Keywords: Finite element analysis; Modal analysis; Eight-axis; Modeling; Industrial 
robot; Painting System; Boarding bridge.

1  Introduction 

Nowadays, movable terminal-to-aircraft structures such as boarding bridge finished 
with primer and topcoat could last over 10 years even while suffering extreme weather 
conditions and constant use. Jetway systems coat the interior of its passenger boarding 
bridges with a rust-inhibitive, water-reducible white primer. The exterior is finished 
with epoxy primer and a polyurethane topcoat. The combination provides adhesion 
and resistance to impact, abrasion and corrosion. Therefore, flexible painting robot 
system for large boarding bridges has become the hot topic of the current research [1].

At present in domestic, spray painting operation mainly relies on manpower 
to complete in most manufacturing factories, especially during the surface coating 
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process of boarding bridge [2], as shown in Figure  1. The quality consistency of 
products obviously depends on the proficiency of the spray painters, while the 
respray ratio is high and the productivity is low. Moreover, the cost of labor is high and 
the environment of spray painting room is terrible, which is harmful to the workers’ 
health [3]. Therefore, it is necessary for the enterprises to use automation equipment 
to replace manual operation.

 

Figure 1.  The current painting process for the boarding bridge.

Vibration is an inevitable old problems for mechanical structures. Because the working 
stability, reliability and accuracy of the robot system could be directly influenced 
by the vibration characteristics. Moreover, it can cause the mechanism fatiguing or 
resonating, and even make the structure destroyed. Modal analysis is an effective 
method to demonstrate the dynamic performances of the mechanical structures 
[4,5], such as damping factors, natural frequencies and vibration modes and so on. 
Through the modal analysis, we can intuitively see the strength and weakness of the 
existing mechanical structures and the corresponding vibration modes. And it is 
helpful to improve the dynamic rigidity and vibration resistance of the structure at 
working state.

What the mostly used methods in modal analysis are the vibration experimental 
method and the finite element analysis method. Therefore, a lot of researchers focus 
on the hot spot of modal analysis. For example, T. Nagarajan [6] and his mates made 
a survey of the finite element methods applied to the dynamic analysis of the robot 
manipulators. J. Tlusty [7] and Q.K. Han [8] studied the modal parameters by using 
the dynamic structural identification task methods and vibration experimental 
method respectively. C. Yun [9] and X.P. Liu [10] researched the dynamic performance 
of the spot welding robots with experimental modal analysis method too. Evidently, 
experimental method helps to obtain the vibration parameters of the robots more 
accurately, but its cost of both time and expenditure are usually high. Luckily, the 
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finite element modal analysis provides a convenient and feasible pathway to evaluate 
the structure performance and make the further optimization for the structure, 
especially during the structure design stage of the robot system [11-13].

This paper introduces a new kind of EIRPS for painting the boarding bridge. The 
optimized robot system can paint the boarding bridges efficiently on the basis of the 
conclusions of the finite element analysis in section III.

2  Structural DESCRIPTION of the EIRPS

This automatic painting robot system adopts the structure of a mobile lifting platform 
carrying a wall-mounted six-joint manipulator. The integral mechanical structure 
model of the robot system mainly includes Y-axis guide rails, Z-axis guide rails, lift, 
support plate, six-axis manipulator, as shown in Figure 2. The six-axis manipulator 
mainly includes body and external devices. Its body includes base, shoulder, large 
arm, elbow, small arm, wrist and flange which is used to installed the end-effector, as 
shown in Figure 3. These parts constitute six motion-coupled joints such as S, L, U, R, 
B, T axis. And the external devices mainly includes electric control cabinet, operation 
panel, centralized paint-feeding system, spraying gun and the fixture module of the 
spraying gun.
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Figure 2. The integral structure model of the robot system. 

As shown in Figure  2, the Y/Z two-external-axis linear coordinate motion system 
adopts the type of gantry layout and the six-axis manipulator is installed on the 
lifting platform. The boarding bridge is very large and its two sides are truss structure. 
The spray painting task includes not only the outside surface of the boarding bridge, 
but also the inside surface. So the six-axis manipulator should be flexible enough 
to stretch into the inside of the boarding bridge through the hole of the truss. 
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Additionally, the paint is inflammable and explosive goods, the painting location 
should prohibit fire and select explosion-proof electrical equipment. Such conditions 
require that the driving motors of the manipulator should not be exposed to the 
outside and manipulator’s size should not be too large. Therefore, a manipulator of 
small and explosion-proof type is preferred and the two external translation axes are 
added to expand the workspace.
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Figure 3. The simplified model of manipulator. 

3  Modal analysis of the eirPs

3.1  Theoretical basis of the modal analysis

Modal analysis is the study of the natural frequency and main modes of mechanical 
system. The natural frequency and vibration displacements are two important 
parameters on the dynamic performance of the mechanical structure, which are 
helpful for optimizing the structural system with eliminating noise and vibration. 
Both of them are only related to the rigidity characteristics and mass distribution of 
the structure, and have nothing to do with external factors. So modal analysis can be 
studied through the free vibration of the system. The motion equation of the typical 
undamped free vibration system can be represented as:
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Where, [M] is mass matrix; [K] is stiffness matrix; 
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 is acceleration vector; {x} is 
displacement vector. Then the general form of the solution of the above equation can 
be expressed as:
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Where, {μ} is real constant vector, ω is the frequency of simple harmonic motion, 
φ is an arbitrary constant. From (1) and (2), the characteristic equation of structural 
free vibration can be obtained:
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It can be seen that (3) is a linear homogeneous algebraic equation, which is the 
problem of the classical characteristic value. The characteristic root of the frequency 
equation is ωi

2 and ωi
  is called the natural vibration circular frequency, ωi /2π  is the 

inherent frequency [3]. Put ωi
2 into the characteristic equation (3), the eigenvector {μi} 

corresponding to the characteristic value can be solved. The eigenvector {μi} is known 
as modal vector, which embodies the vibration mode of the structure. These two 
parameters of the inherent frequency ωi /2π and the modal vector {μi} are the specific 
nature of the structure itself, and they have nothing to do with the applied load, so 
they reflect the dynamic characteristic of structure.

3.2  Finite Element Modeling of the EIRPS

The whole system structure contains a lot of small features such as small screw holes, 
small convex platform, corners and fillets and so on. The existence of small features 
may lead to mesh generation too dense, even mesh failed. So the model should be 
properly simplified for improving the quality of mesh [4]. The finite element model of 
the simplified robot system and six-axis manipulator are respectively shown in Figure 4 
and Figure 5.

Figure 4. The FEM of the EIRPS.
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Figure 5. The FEM of the simplified six-axis manipulator.

We use ANSYS Workbench as the integrated simulation platform to make modal 
analysis of the EIRPS [5]. Then, the following demonstrates the detailed procedures 
for the modal analysis.
1)  The definition of material property of each part. According to the operating condition, 

the materials of the main components such as the Y-axis guide rails, Z-axis guide 
rails, elevating platform, and foundation support adopt the structural steel while 
the six-axis manipulator adopts the cast aluminium.

2)  The application of the constraints. In modal analysis, in order to simulate the actual 
installation condition of the robot system, the bottoms of the Y-axis guide rails and 
stand are fixed on ground.

3)  The settings of the connecting relation. Binding contact processing method is used 
for the connected component interface of the spraying robot through fasteners. 
And the bottoms of the stand and ground rail are handled as fixed support.

4)  The meshing of the model. Meshing is one of the most fatal steps in the modal 
analysis. Its quality will directly determine the precision of the result and the 
calculation time. In view of both the accuracy and the computer arithmetic ability, 
the tetrahedrons dominant meshing method is used to get the distribution of the 
mesh. Its total number of nodes is 1613135 and the total number of elements is 
992729. The size of the element is 40mm. The execution part of the robot system 
can be simplified as 11 bodies and the element sizes are divided according to the 
different sizes of the parts, as shown in Table 1.

Table 1. The scope and element size of mesh

Object Name Body Sizing1 Body Sizing 2 Body Sizing 3 Body Sizing 4 Body Sizing 5

Geometry Stand Y-axis guide rails, 
Z-axis guide rails

Lift 
Base

Shoulder elbow
Large-arm

Small-arm Wrist
Flange

Element Size (mm) 50 30 20 10 8
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3.3  The results and analysis of the EIRPS modal simulation

In the practical engineering application, it is often just required to solve the first six 
orders natural frequencies and vibration modes of the robot system. Because in the 
general case, only the natural frequencies and vibration modes of the first few orders 
may cause structure to generate the risk of resonance. 

Through calculating of the workstation, the inherent frequencies and 
corresponding vibration modes of the first six orders are obtained, as shown in 
Table 2.

Table 2. The total deformations and frequencies of the bodies

Mode 1. 2. 3. 4. 5. 6.

Minimum 
deformation(mm)

0

Maximum 
deformation(mm)

0.7471 0.6945 1.0469 1.188 1.4184 1.8653

Minimum occurs on Guide rails

Maximum occurs on Stand Stand Stand Large arm Flange Lift 

Frequency(Hz) 4.278 4.9881 6.115 7.412 9.6998 13.342 

As the color cloud pictures of the total deformations shown in Figure 6, the natural 
frequencies of the robot system are relatively low and their maximum deformations 
are gradually increasing by orders. The maximum deformations of the first three 
orders all occur on the top of stand. The maximum deformations of the latter three 
orders separately occur on the large arm, flange and lift. The Y-axis guide rails almost 
have no vibration, which indicates that the dynamic rigidity of these supporting parts 
is enough to cope with the low frequency vibration. The stiffness of the large arm, 
flange and lift should be reinforced to improve the dynamic rigidity and vibration 
resistance.

According to the data, the mechanical properties of the optimized system can be 
evaluated, resonance could be avoided and the structural stability could be ensured.

4  Conclusion

The mechanical structure of the eight-axis industrial robot painting system for 
boarding bridge is introduced in this paper. The system consists of a S/L/U/R/B/T 
six-joint manipulator, Y/Z two external translational axes, electric control cabinet, 
operation panel, centralized paint-feeding system, spraying gun and the fixture 
module of the spraying gun. 
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a. The first order vibration mode  b. The second order vibration mode

c. The third order vibration mode  d. The fourth order vibration mode

e. The fifth order vibration mode  f. The sixth order vibration mode

Figure 6. The vibration modes of the EIRPS.
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The modal simulation analysis is demonstrated by finite element analysis 
software Workbench. The first six orders natural frequencies and the corresponding 
mode shapes of the robot are obtained. The conclusions drawn from simulation are 
as follows:

The natural frequencies of the robot system are relatively low and their maximum 
deformations are gradually increasing as order increasing. They should eliminate the 
negative effects brought by low order modes vibration at working state.

The stand is the most possible part to vibrate. It should use stronger and lighter 
material. Large arm and flange of the 6-joint manipulator and the lift also are the 
weak parts during vibration. Its stiffness should be increased for the better dynamic 
performance.

Because the stiffness of the joints will affect the accuracy of the modal analysis 
result of the manipulator, the joints should be focused on when simplifying the 
model. The stronger and stiffer the robot model is, the preciser analysis result will be.

In the future work, the disturbance frequency of the work environment will be 
studyed in order to find out the resonant source and avoid the resonant frequency.
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Ming YU*, Meng-xin LI, Hai WANG, Cang-hua JIANG, Hao XIA, Si CHEN
Bayesian based Fault Identification for Nonlinear 
Mechatronic System with Backlash
Abstract: This article attempts to solve the problem of fault identification of nonlinear 
mechatronic system with backlash. The fault detection and isolation are carried out by 
evaluating the residuals and the fault signature matrix derived from the bond graph 
model of the system. In order to refine the fault candidates set after fault isolation, 
a Bayesian method is adopted where the potential faults in the fault candidates set 
are treated as the special states to facilitate the unknown parameters estimation. 
According to the estimation results, the true faults can be obtained which are useful 
for further maintenance purpose. Simulation studies are conducted to validate the 
proposed method. 

Keywords: fault identification; mechatronic system; backlash; fault signature matrix

1  Introduction 

With the increase of complexity of modern industrial system, fault diagnosis becomes 
more and more important. It is critical to carry out fault diagnosis in a timely manner 
to avoid serious consequence happening in the monitored system, thus the reliability 
and operation safety will be enhanced. In general, there are three major steps in fault 
diagnosis: fault detection, fault isolation and fault identification. Fault detection 
attempts to indicate the occurrence of the fault by comparing the model outputs with 
the actual system outputs. Fault isolation tries to locate the fault after it is detected. 
Fault identification involves the estimation of the size and the nature of the fault. 
For model based fault diagnosis, the algorithm performance mainly depends on the 
model accuracy. Bond graph (BG) provides a systematic way to model complex system 
with multiple energy domains, such as mechanical, electrical, hydraulic and so on. 
The major advantage of BG is the causality which links the variables in BG model in a 
systematic manner and in turn provides an inefficient tool for fault detectabilty and 
isolability analysis. 

Fault diagnosis of mechatronic system has received substantial attentions in 
recent decades. General speaking, the method used for fault diagnosis of mechanic 
system can be divided into two categories: signal based method and model based 
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method [1]. Signal based method utilizes the signal processing techniques to extract 
the fault feature for diagnosis purpose [2-5]. The advantage of this method is that no 
deep understanding of the monitored system is required. As a result, it is relatively 
easy to apply this method to industrial system. In [6], a signal analysis approach for 
machine health monitoring using the Hilbert-Huang Transform (HHT) is proposed. 
It extracts instantaneous frequency components from the intrinsic-mode functions 
of the signal. The HHT method is not constrained by the uncertain limitations with 
respect to the time and frequency resolutions suffered by some time-frequency 
techniques, which has shown quite promising performance in terms of fault severity 
evaluation. 

On the other hand, model based fault diagnosis usually models the system under 
monitoring based on physical law [7]. This method is able to provide physical insights 
which link the fault to the component parameter variations [8]. Thus, the diagnosis 
accuracy is better than signal based method. However, this method demands good 
knowledge about the concerned system which may limit its application scope, 
especially for complex systems. In [9], a robust fault-detection and isolation (FDI) 
method is developed for an electric vehicle traction system in the presence of structured 
and unstructured uncertainties. The BG is adopted to model the traction system with 
multiple energy domains. The adaptive thresholds considering uncertainties are 
derived based on the causality of the BG. Uncertainties raised from the parameters 
and structured are identified by a least-square algorithm. A quantitative hybrid 
bond graph (HBG) based fault diagnosis method is proposed in [10]. In this method, 
the concept of controlled junction is utilized to capture the discrete event in hybrid 
dynamic systems. A set of global analytical redundancy relations (AGARRs) are 
established to represent the dynamic evolution of the monitored hybrid systems in 
a unified manner. Based on the AGARRs, fault detectabiltiy and isolability under 
different operating modes can be considered.

This paper proposes a BG model based fault diagnosis of nonlinear mechatronic 
system using Bayesian method. The mechatronic system under monitoring includes 
DC motor, reducer and load. Nonlinear phenomena such as backlash and friction are 
considered and modeled in the BG framework. After the fault is detected based on the 
numerical evaluations of analytical redundancy relations (ARRs), fault identification 
is carried out in which a Bayesian method is adopted. The nonlinear model of the 
mechatronic system is put in discrete time form for identification purpose. Based on 
the identification results, true fault can be obtained. Simulation studies are conducted 
to validate the proposed fault diagnosis method.
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2  Modeling and fault diagnosis of nonlinear mechatronic system 
via BG

The BG is a pictorial representation of systems which is based on energy conservation 
law. The bond in BG refers to the half arrow line with effort and flow as energy 
variables [11]. The causality of BG links model variables in a clear and systematic way 
which paves the way for efficient FDI analysis. Based on the BG model of the system, 
a set of dynamic constraints, called ARRs, are derived from the causal path of the 
graphic model. Numerical evaluations of ARRs lead to residuals which indicate the 
consistency of the ARR. A residual will exceed the threshold if it is sensitive to the 
occurred fault. 

The mechatronic system consists of a DC motor, reducer and a load. The motor 
is modeled by friction mR  and inertia mJ  with input torque T . The friction mR  is a 
nonlinear function which includes both Coulomb friction mcF  and viscous friction 

mf . The C element represents the stiffness 0K  of the transmission shaft. The motor 
reducer is modeled by the TF element in BG with parameter N . The load part is 
represented by friction sR  with parameters scF  and sf  and load inertia sJ . There 
are two incremental encoders representing sensors to measure the positions whose 
derivations are modeled by BG flow sensors D :f mθ  and D :f sθ . The modulated 
effort sources md  and sd  model the disturbance torques caused by the backlash at 
the input and output reducer shafts [12]. Thus, 
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The diagnostic bond graph (DBG) of the mechatronic system is shown in 

Figure  1, where all storage elements are put in derivative causality to avoid the 
initial condition, except the C element still remains in integral causality since the 
initial condition is known. To determine the ARRs, two sensor attached junctions 11 
and 12 are considered.
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Figure 1. Diagnostic bond graph model of the mechatronic system.
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From junction 11, the first ARR can be obtained as

1 1 4 2 3 5: 0ARR e e e e e+ − − − =   (2)

The second ARR can be derived from junction 12 as

2 8 10 9 11: 0ARR e e e e+ − − =   (3)

The unknown variables in (2) and (3) can be eliminated by covering the causal paths 
from sensors to unknown variables. Thus
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Combine (2) ~ (4), two structurally independent ARRs can be expressed as
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Based on the two ARRs, the fault signature matrix which represents the cause and 
effect relation between faults and residuals can be established in Table 1. 

Table 1. Fault Signature Matrix

r1 r2 Db Ib

mR 1 0 1 0
mJ 1 0 1 0
0K 1 1 1 0
sR 0 1 1 0
sJ 0 1 1 0
0j 1 1 1 0

N 1 1 1 0

Fault detection is carried out by evaluating the consistency of residuals of the ARRs in 
(5) and (6) in an online manner. A coherence vector (CV) is used to indicate the health 
condition of the mechatronic system. In other words, if the CV is a nonzero vector, the 
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system is faulty, and the system is fault free when CV is zero. After a fault is detected, 
the obtained CV is compared with the row of the FSM in Table 1 to find the set of fault 
candidates which can account for the fault symptom. Since no fault in the FSM is isolable 
which indicates more than one fault can lead to the observed CV, fault identification is 
required to refine the set of fault candidates to determine the true fault.

3  Fault identification using bayesian method

The BG model of the mechatronic system is nonlinear and linear parameter estimation 
methods might not be used. 

In this article, a Bayesian estimation method called particle filter (PF) is adopted 
to identify the unknown fault parameters. PF is a sequential Monte Carlo method 
which is based on probability theory [13]. This method aims to approximate the 
posterior probability density function (PDF) of the state using a set of samples (or 
particles) with associated weights. The main advantage of PF is that it can be applied 
to nonlinear systems with non-Gaussian noises. 

Since the PF operates in discrete time domain, the mechatronic system model 
needs to be put in discrete form as follows
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where 1 = m mt f J− , 2 0= mt K J− , 3 = mc mt F J− , 4 0 0= 4 mt K j J− ⋅ ⋅ , 5 =1 mt J , 
6 0= st K N J⋅ , 7 = s st f J− , 8 0 0= 4 st K j J− ⋅ ⋅ , 9 = sc st F J− . 

Let 1, 2, 3, 4,[ ] [ ]k k k k m m s sx x x x x θ θ θ θ= =    to be the state vector, 
1, 2,[ ]=[ ]k k m sy y y θ θ=    to be the output vector. sT  is the sampling rate, 1,k-1ω , 2,k-1ω

, 3,k-1ω  and 4,k-1ω  are process noises, 1,kε  and 2,kε  are measurement noises. 
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After fault isolation, the set of fault candidates, denoted as vector θ , can be 
obtained. In order to realize parameters estimation under the PF framework, the state 
of the system is augmented as [ ]z x θ= . As a result, the PF can be used for joint 
state and unknown parameters estimation [14]. The main purpose of PF is to represent 
the posterior PDF of the augmented state z  as 

0

1:
1

( | ) ( )
N

i i
k k k k k

i
p z y w z zδ

=

= −∑   (9)

where i
kz , 01, 2, ,i N=   is a set of random particles, 0N  is the number of 

particles, i
kw  is the particle weight, and δ  is the Dirac delta function. 

The particle weights are put in a recursive form as [15]
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If the importance density function is chosen as the transitional prior 
1 1( | , )= ( | )i i i i

k k k k kq z z y p z z− − , the weights update process can be rewritten as

-1= ( | )i i i
k k k kw w p y z   (11)

The posterior distribution 1:( | )k kp z y  can be represented by resampled particles 
from the systematic resampling method 
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where ˆi
kz  is the particle after resampling.

4  Simulation study

To investigate the effectiveness of the proposed fault identification method, simulation 
experiment is conducted. The physical parameter values of the mechatronic system 
in simulation are set as: 2=0.8NmmJ , 0 =1Nm/radK , =0.1Nms/radmf , =0.01N mmcF
, 2=10NmsJ , =8Nms/radsf , =0.1N mscF , =5N . Sampling time is 0.02sT s= . 
A friction fault in motor mechanical part is introduced at time step 2500k = (i.e., 

50st = ) in which the parameter mf  is changed abruptly from its nominal value to 
faulty one 0.5Nms/rad . The residual responses are illustrated in Figure 2, where the 
dot lines are thresholds with value 0.2. It is observed that the CV=[1 0] after 50s due 
to the friction fault. After comparing the observed CV with the FSM, a set of fault 
candidates can be obtained =[ ]m m mcf J Fθ . This set of fault candidates is used for 
the state augmentation of PF for the purpose of joint state and unknown parameters 
estimation. In PF, the particle number is 0 =1000N . The estimation is carried out 
during the time interval [2500, 2700]. Figure 3 shows the estimation states versus the 
sensor measurements. It is not hard to find that the PF can track the system states in 
a smooth way based on the available observations.
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Figure 4, 5 and 6 demonstrate the PF estimates of unknown parameters in 
θ  where the dashed lines are 95% confidence interval. It is found that the mean 
estimates 2=0.8045NmmJ  and =0.0108 N mmcF  are close to their nominal values 
which indicates no fault in these parameters. However, the mean estimate of mf  
shows significant deviation from its nominal 
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Figure 2. Residual responses under the friction fault.
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Figure 7.  PF estimated parameters distribution.

value which means a fault condition. The mean estimate =0.5187Nms/radmf  which 
matches the designed one. As a result, the true fault in mf  is found and estimated by 
the PF algorithm. Figure 7 shows the distribution of the estimated parameters where 
the central part with more particle number represents the approximated values of 
PF estimation. From the simulation results, it is concluded that the fault estimation 
method can accurately find the true fault which leads to the observed CV. 

5  Conclusion

In this work, a PF based fault identification method is developed for nonlinear 
mechatronic system with backlash. The fault detection is realized by online 
evaluation of ARRs. After a nonzero CV is detected, the set of fault candidates can be 
established based on the FSM. In order to further refine the set of fault candidates, 
a Bayesian based fault estimation method is developed where the PF is adopted 
for joint state and unknown parameters estimation. Simulation results validate the 
proposed methodology. Future works will be devoted to the implementations of the 
proposed fault identification method in the real test bed including nonlinear friction 
and backlash.
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Chi ZHOU, Li-hua FANG*, Jun-jie DENG, Wen-tao ZHANG
A CAD/CAE Integrated Optimization of Hot Runner 
System 
Abstract: Hot runner technology has been widely applied in the plastic injection mold 
industry. However, overheating of plastic melt inside the manifold plate will cause 
various defects in plastic parts. Nowadays, the design of hot runner systems is still 
mainly depended on the designers’ experiences and a time-consuming trial and error 
process is inevitable. An automatic optimization framework of hot runner systems 
is proposed in this paper. It integrates CAD/CAE/Optimization software to find an 
optimum design of manifolds. A skeleton model, which is a parameter repository 
that contains geometry and analysis parameter, is the core of this framework. It can 
effectively interoperate and propagate change between CAD model and FEA model. 
The ISIGHT platform adopted in this framework provides an efficient way to find the 
optimum layout of heaters. 

Keywords: CAD/ CAE Integration; optimum design; Hot-runner

1  Introduction

A Hot-runner system is used in plastic injection molds to transfer and inject molten 
plastic into the cavities of the mold. It is usually composed of a heated manifold 
plate and several heated nozzles. The plastic melt runs in the runner inside the 
manifold plate at a high temperature, around 240°C. Compared with traditional 
cold runner systems, hot runners can reduce plastic waste and shorten the cycle 
time because the plastic melt in the runner is not ejected with the plastic part when 
the mold is opened and therefore it is not necessary to wait until the runner freezes. 
Furthermore, hot runners make the design more flexible because they can carry 
the plastic melt to many places without worrying about that the plastic melt will be 
cooled down in the runners and cause the problems of under-filling.

Although hot-runner molds offer so many advantages as mentioned above, they 
also bring various defects such as dark spots, flow marks and gate marks if the 
temperature of the plastic melt is not well controlled [1]. In engineering practice, 
manifold plates are usually heated by coiled tubular heaters to keep the plastic 
melt in the runners at a stable temperature. Hence, an optimum layout of heaters 
is required to achieve thermal homogeneity, which means uniform temperatures 
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throughout the entire manifold plate. With the help of CAE, designers are now 
able to catch the potential issues on their designs and revise their designs before 
manufacturing. But a tedious loop of model-evaluate-remodel is still needed to find 
a satisfactory solution. 

Efforts have been devoted to the automation and optimization of the injection 
mold design for the past two decades. Dimla et al. [2] have constructed a virtual 
model using I-DEAS and Moldflow to optimize cooling channels positioning. In his 
method, the candidate cooling channels layout plans were manually set and the 
modification of CAE and CAD model were also done by manual. Li et al. [3] used 
a graph traversal algorithm to generate possible candidate cooling circuits and a 
heuristic search algorithm was employed to find a satisfactory design. Ivan et al. 
[4,5] used genetic algorithms to optimize the family mold layout design, which is 
generally considered a demanding and experience-dependent task. The above-
mentioned works showed that the two most important issues in design optimizations 
are the optimization algorithms and the efficiency of interoperations between CAD 
and CAE. 

The optimization of the injection mold design has no extra constrains on 
the selection of optimization algorithms. Besides heuristic search algorithm 
[3] and genetic algorithm [4-6] used in the previous systems, other algorithms 
such as Taguchi method, back-propagation neural networks [7] and sequential 
approximation optimization algorithm [8] can also be used. Several reported design 
optimization systems [8,9] were developed based on the commercial optimization 
platform ISIGHT. Because ISIGHT embeds a comprehensive selection of the most 
popular optimizers, it can be applied to a variety of design optimization problems 
and greatly shorten the development cycle.

The efficiency of interoperations between CAD and CAE model is another 
important issue to be considered in design optimization because the CAD and 
CAE need to transfer data in every iteration. In order to improve efficiency, various 
intermediate models are designed to integrate CAD and CAE data. Gujarathi et al. 
[10] proposed a CAD/CAE integration method using a common data model (CDM), 
which serves to record the driving design parameters and key constraints. Zhiyi 
Pan et al. [11] proposed a modeling mechanism named as CADWE (Computer-
Aided Design-While-Engineering),which merges the two application models into a 
single pattern and can be manipulated synchronously. Byoung-Keon Park et al. [12] 
presented a sharable format, Practical post-Analysis Model(PAM), which allows the 
efficient sharing of FEA data in a collaborative design process. Other scholars [13-16] 
proposed different intermediate models. 

A CAD/CAE integrated optimal framework for a hot runner system design is 
proposed in this paper. The framework is based on the ISIGHT optimization platform 
and a skeleton model for CAD/CAE integration. 
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2  Overview of the framework

Conventionally, CAD models only contain geometric information and do not consider 
the information for analysis, such as load conditions, boundary conditions, key 
constrains et al. Therefore, it cannot meet the needs of interoperations and change 
propagation between CAD model and FEA. Furthermore, although the CAD and 
analysis models represent the same object, it is time-consuming to prepare a qualified 
CAE model from the CAD geometry. To meet the requirements on the efficiency of CAD/
CAE data exchange in optimization computation, a CAD/CAE integrated optimization 
framework is proposed.

As shown in Figure 1, the framework includes the following components:
 – The skeleton model is a collection of design semantic parameters required to 

build geometry model, finite element model and to conduct engineering analysis. 
 – A CAD model can be generated based on the geometric information of the skeleton 

model. It has more details than the skeleton model and is a complete 3D model.
 – Analysis process description (APD) file is automatically generated by a user-

developed routine, which transforms the geometry and analysis information in 
the skeleton model to an ASCII text file according with the specification of ANSYS 
parametric design language (APDL). 

 – A CAE support environment is used to parse the APD file, construct geometry, 
mesh, create boundary conditions and then solve the problem. 

 – An optimization tool will evaluate the simulation results. If the results meet the 
requirements, the whole process will be completed. Otherwise, it will adjust 
the parameters in the skeleton model and another cycle begins until the goal is 
achieved.

Skeleton Model
• Parametric geometry
• Analysis information

Analysis Process Description
• Analysis type
• Load condition
• Constrain

Optimize
• Result evaluate
• Parameter adjust

CAE Support Environment
• Geometry construct
• Mesh\Load\Solve
• Result export

CAD Model
• Detail model

Update Generate

File InputD
riv

e

Result output

Figure 1. CAD-CAE integration framework
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3  Proposed design process for hot runner design

A typical hot runner manifold is composed of a plate and several coiled tubular heater 
are embedded into it. The heaters will heat up the plate and keep the plastic melted 
inside the manifold at a stable temperature. The optimization of hot runner system is 
to find a suitable layout of heaters that makes the temperature distribution through 
the manifold plate as uniform as possible.

The skeleton model of a hot runner contains parametric geometry information 
and FEA information. The parametric geometry information includes the sketch of 
the plate outline, the thickness of the plate, the section dimensions, size and position 
of the heaters. As show in Figure 2, the size of a heater is expressed by the length L 
and the width W. The position point of a heater is the center of the rectangle. 

• Fill
• Extrude
• Mirror
• Boolean

Parse APD file

Add details

Skeleton 
Model

Extract  information

APD file
…

Geometry Segment
BLC5,0,0,W1,L1
*GET,areaNum,AREA,0,NUM,MIN
VOFFST,areaNum,0.01
…
CMSEL,V_TEMP,VOLU
VOVLAP,V_TEMP
End Segment
Analysis Segment
ET,1,SOLID87
MP,DENS,1,Density
MP,KXX,1,MF_Conductivity
MP,C,1,MF_SpecifitHeat
BFV,,HGEN,HeaterPower
SFA,,CONV,Convection,Air_temp
...
End Segment
...

Figure 2. Design process with skeleton model

Analysis information in a skeleton model includes material properties, meshing 
information, and boundary conditions. For example, the material properties of the 
plate are: the material density (7800 kg/m3), the coefficient of thermal conductivity 
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(70  W/m·°C) and the specific heat (448 J/kg·°C). Meshing information includes 
element type, meshing method and so on. The boundary conditions for thermal 
equilibrium analysis include the heat transfer coefficient, the heat generation rate 
and the air temperature. 

A detailed sketch for a manifold can be constructed from the skeleton model by 
adding some extra features, such as the fillets and bulges. Then by using the preset 
parameters including the thickness of the manifold and the section dimension of 
heater, a 3D manifold part can be generated as shown in Figure 2. This 3D CAD model 
is same with traditional feature-based CAD model. 

The APD file is automatically created from the skeleton model by a user-developed 
routine. An APD file mainly includes a geometry section and a analysis section. All of 
the geometries for analysis are represented in the geometry section. For this case, the 
outline sketch of the manifold is expressed as curves and the heaters are expressed 
as parametric blocks. Take the middle heater as an example, the APD description is 
as follows: 

! heater block length
L1=0.32
!heater block width
W1=0.06
! heater section width
C=0.01
! heater section thickness
D=0.01
! Outer rectangle
BLC5, 0, 0, W1, L1
CM,ABASE,AREA
! inner rectangle
BLC5,0,0,W1-2*C,L1-2*C
CM,ASUB,AREA
! heater block= Outer rectangle -inner rectangle
ASBA,ABASE,ASUB
CM,AOFF,AREA
! extrude the block with a thickness D
VOFFST,AOFF,D

The analysis information in the skeleton model is also transferred to the analysis 
section of APD file as follows:

！as foll information: 
! element type: SOLID87
ET,1,SOLID87
! element size
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ESIZE,MS,0
! element shape
MSHAPE,1,3D
! meshing method
MSHKEY,0
! Material properties: 
! define mass density,Density=7800 kg/m3

MP,DENS,1,Density 
! define thermal conductivities, 
!MF_Conductivity=70 W/(m·°C)
MP,KXX,1,MF_Conductivity
!define specific heat,MF_SpecificHeat=448 J/(kg·°C)
MP,C,1,MF_SpecificHeat
! Boundary condition:
! define a body force load on heater, 
! HeatPower=4.6×106 W/m3

BFV,,HGEN,HeatPower
!define surface loads, 
! Convection=12 W/(m2·°C)Air_temp=40°C
SFA,,CONV,Convection,Air_temp

As shown in Figure 1, ANSYS will then import the generated APD file and run 
simulation. Guided by ISIGHT, an optimum solution will be found after a large number 
of iteration. In each iteration, the size, position and heating rate of the heaters in the 
APD file is within the searching space. Then these optimized parameters are used to 
drive the skeleton model and the CAD models.

The above optimization process is governed by ISIGHT. ISIGHT supports many 
optimization algorithms, including Evol (Evolutionary Optimization), MIGA (Multi-
Island Genetic Algorithm), ASA (Adaptive Simulated Annealing). The Optimization 
interface, as shown in Figure 3, allows the user to specify design variables, constraints, 
and objectives in ISIGHT. In this paper, Evol algorithm was selected because it is 
suitable for non-linear and discontinuous problems. 

The Optimization model is defined as following: 
  

         

s.t 

 
 
 

 
             

            
            
            

     
           

  



434   A CAD/CAE Integrated Optimization of Hot Runner System 

The design variables of this problem are the heater size parameters (L1,L2,W1,W2) 
and the heat generation (P), which control heat flow rate per unit volume. The Object  
function: f(X) is the temperature variance calculated from some selected nodes along 
the runners. During the optimization process, the design variables are adjusted to 
obtain a minimum temperature variance. 

Figure 3. Optimization tab

4  An example of optimization

Take the manifold plate in Figure 2 as an example. The initial and optimized values 
of design variables are listed in Table 1. These initial values are decided according to 
experience. An initial APD file is created from user skeleton model. Then the design 
variables, constraints, objective function and the APD file are input into ISGHIT. 

Table 1. Optimization results

Initial Optimized 

W1 (m) 0.060 0.069
W2 (m) 0.060 0.069
L1 (m) 0.320 0.300
L2 (m) 0.320 0.380
P (×106 W/m3) 4.60 3.92
Avg (average temperature °C ) 255.35 243.91
Sigma (temperature variance) 2.54 0.16
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Figure 4 shows the temperature distribution in the manifold before and after 
optimization. The temperature range before optimization is from 249 to 264°C,while 
this range is narrowed to from 242 to 244. Finally, the optimized parameters can be 
used to drive the skeleton model. The 3D detailed design of Manifold can also be 
updated.

  
(a) Initial design     (b) Optimized design

Figure 4. The temperature distribution in the manifold before and after optimization

5  Conclusion

In this paper, a framework of optimum design and its application for hot runner 
system are proposed. In this framework, a skeleton model acts as bridge connecting 
CAD, CAE and Optimization software. The design cycle can be considerably shortened 
because the parametric skeleton model has much higher efficiency in exchange data 
with CAE model than the traditional CAD model. The automatic optimization process 
is helpful for hot runner mold designers to quickly find a satisfactory layout of heaters.

Acknowledgment: The authors would like to thank Natural Science Foundation of 
Guangdong (Grant No: 2016A030313519) for financial support of this work.

References
[1] Hidetoshi Yokoi, Yoshinori Kanetoh, Ryohei Takamatsu, Takumi Endo, Hao Chang, and Toru 

Chayamichi, ‘Visualization Analysis of Injection Molding Phenomena in Hot-Runner System’, 
1713 (2016), 040008.



436   A CAD/CAE Integrated Optimization of Hot Runner System 

[2] D. E. Dimla, M. Camilotto, and F. Miani, ‘Design and Optimisation of Conformal Cooling 
Channels in Injection Moulding Tools’, Journal of Materials Processing Technology, 164-165 
(2005), 1294-300.

[3] C. L. Li, C. G. Li, and A. C. K. Mok, ‘Automatic Layout Design of Plastic Injection Mould Cooling 
System’, Computer-Aided Design, 37 (2005), 645-62.

[4] Ivan W. M. Chan, Martyn Pinfold, C. K. Kwong, and W. H. Szeto, ‘Automation and Optimisation 
of Family Mould Cavity and Runner Layout Design (Fmcrld) Using Genetic Algorithms and Mould 
Layout Design Grammars’, Computer-Aided Design, 47 (2014), 118-33.

[5] Ivan W. M. Chan, Martyn Pinfold, C. K. Kwong, and W. H. Szeto, , ‘A Review of Research, 
Commercial Software Packages and Patents on Family Mould Layout Design Automation and 
Optimisation’, International Journal of Advanced Manufacturing Technology, 57 (2011), 23-47.

[6] Chun-Yin Wu, Chih-Chiang Ku, and Hsin-Yi Pai, ‘Injection Molding Optimization with Weld Line 
Design Constraint Using Distributed Multi-Population Genetic Algorithm’, The International 
Journal of Advanced Manufacturing Technology, 52 (2010), 131-41.

[7] Wen-Chin Chen, Min-Wen Wang, Chen-Tai Chen, and Gong-Loung Fu, ‘An Integrated Parameter 
Optimization System for Miso Plastic Injection Molding’, The International Journal of Advanced 
Manufacturing Technology, 44 (2008), 501-11. 

[8] Xuan-Phuong Dang, ‘General Frameworks for Optimization of Plastic Injection Molding Process 
Parameters’, Simulation Modelling Practice and Theory, 41 (2014), 15-27.

[9] Irene Ferreira, Olivier de Weck, Pedro Saraiva, and José Cabral, ‘Multidisciplinary Optimization 
of Injection Molding Systems’, Structural and Multidisciplinary Optimization, 41 (2009), 621-35.

[10] G. P. Gujarathi, and Y. S. Ma, ‘Parametric Cad/Cae Integration Using a Common Data Model’, 
Journal of Manufacturing Systems, 30 (2011), 118-32.

[11] Zhiyi Pan, Xin Wang, Rumin Teng, and Xuyang Cao, ‘Computer-Aided Design-While-Engineering 
Technology in Top-Down Modeling of Mechanical Product’, Computers in Industry, 75 (2016), 
151-61.

[12] Byoung-Keon Park, and Jay J. Kim, ‘A Sharable Format for Multidisciplinary Finite Element 
Analysis Data’, Computer-Aided Design, 44 (2012), 626-36.

[13] Okba Hamri, J. Claude Léon, Franca Giannini, and Bianca Falcidieno, ‘Software Environment for 
Cad/Cae Integration’, Advances in Engineering Software, 41 (2010), 1211-22.

[14] Seong Wook Cho, Seung Wook Kim, Jin-Pyo Park, Sang Wook Yang, and Young Choi, 
‘Engineering Collaboration Framework with Cae Analysis Data’, International Journal of 
Precision Engineering and Manufacturing, 12 (2011), 635-41.

[15] Ivan Matin, Miodrag Hadzistevic, Janko Hodolic, Djordje Vukelic, and Dejan Lukic, ‘A Cad/
Cae-Integrated Injection Mold Design System for Plastic Products’, The International Journal of 
Advanced Manufacturing Technology, 63 (2012), 595-607.

[16]  Yanli Shao, Yusheng Liu, and Chunguang Li, ‘Intermediate Model Based Efficient and Integrated 
Multidisciplinary Simulation Data Visualization for Simulation Information Reuse’, Advances in 
Engineering Software, 90 (2015), 138-51.



Wei LI, Zhi-gang SUN*, Kai HE, Qi-yang ZUO, Qing-yin LIU, Ru-xu DU
Study On Tool Path Design for a Novel Incremental 
Sheet Metal Bending Process
Abstract: A novel incremental sheet metal bending process for manufacture of hull 
plates has been proposed based on the concept of flexible forming technology, and 
comprehensive experimental studies for deepening the understanding of forming 
mechanism are being continued towards its practical application in the shipbuilding 
industry. This process utilizes a punch set to incrementally punch the sheet metal 
supported by a flexible supporting system consisting of multiple supporting pillars 
to form it into a desired shape. The tool path that controls the movements of the tools 
in the complete forming process is the key to realize the high-quality production 
required from real industry. Therefore, design of a reasonable tool path is essential 
to this new process. In this paper, algorithms for calculating the forming parameters 
relating to the tool path design such as the punch feeds, the positions of supporting 
pillars are presented. A method of springback compensation, which also falls into the 
category of tool path design, is also presented. A forming experiment performed by 
applying the tool path designed with the aid of them is given at the end of this paper 
to demonstrate their effectiveness. 

Keywords: sheet metal forming; incremental bending; hull plate; tool path design; 
springback compensation

1  Introduction

With the rapid development of modern industry, there is more and more a demand 
for sheet metal forming parts in multi-variety and small-batch production, 
especially in the shipbuilding field. Up to now, traditional line heating formed by 
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manual operation [1] has been the main method for manufacturing complicated 
curved thick hull plates in shipyards. However, this kind of method is gradually 
becoming difficult to meet the growing demand for high-quality and high-efficiency 
production in modern shipbuilding industry due to the fact that the forming quality 
and efficiency relies completely on the experience of highly-skilled workers, usually 
leading to long processing time and unsatisfactory forming quality. In light of this 
background, a novel automated incremental bending process different from general 
incremental sheet forming [ISF] for thin sheet metal parts [2], in which the sheet 
metal is incrementally formed into a desired shape layer by layer using a punch and 
a flexible supporting system consisting of multiple height-adjustable supporting 
pillars with rotating heads, has been proposed based on the concept of “Dieless” 
flexible forming technology [3]. For thick sheet metal parts, two major “Dieless” 
flexible forming technologies have been proposed: cyclic multi-point incremental 
forming (CMPIF) [4] and multi-point forming (MPF) [5] that employ a number of die 
units to form the sheet metal. Compared to the MPF and CMPIF, the novel process has 
the advantage of smaller investment on forming equipment, contributing to low-cost 
production. The feasibility of this process has been confirmed by comprehensive 
experimental studies, however, there are still many problems remaining to be solved 
by further studies. The tool path, which controls the movements of the tools in the 
complete forming process, plays a critical role in forming quality and efficiency, 
hence needs to be designed reasonably. Therefore, studies concerning tool path 
design are of great significance for this new process. The first step in designing the 
tool path is the planning of the number of forming layers as well as the pressing 
positions and sequence on each layer. The next step is the numerical determination 
of the relevant forming parameters, i.e. the determination of the punch feeds and 
the positions of supporting pillars. In this paper, numerical algorithms to calculate 
these forming parameters are presented. Springback is the most significant factor to 
cause poor forming quality in this new process, in which the sheet metal undergoes 
bending-dominant deformation, and needs to be correctly compensated in order to 
achieve the required target shape. A method of springback compensation analogous 
to the displacement adjustment method [6] for general stamping process, including 
the calculation of spingback amount, the generation of trial target shape and the 
modifications of punch feeds and supporting pillar positions, is also presented. A 
forming experiment has been carried out by applying the tool path designed with the 
aid of those presented here, and their effectiveness was validated. The experiment 
is given at the end of this paper.

2  Novel incremental bending process

The new incremental bending process utilizes the principle of layered forming 
technology. As shown in Figure 1, the total deformation of the sheet metal is resolved 
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into a series of forming layers, each layer being formed by applying a punch to 
press the sheet metal fitted either by electromagnets or bolts on the rotating heads 
of specified outer supporting pillars, stroke by stroke, following the given pressing 
positions and sequence. The supporting pillars in the supporting system are height-
adjustable so that they can be adjusted to the heights where the positions of their 
heads form the required target shape. In the process, firstly, the punch presses the 
sheet metal to form the first layer, then moves to form the next one and so on until the 
last layer is finished.

 ...
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Layer 1
Layer 2 Layer 3

Layer n

 

   

 

n
x

n
y

…stroke n

stroke n+1

stroke n+2…

x

y z

0

0

x

punchblank sheet metal suppporting 
pillar

Figure 1. Novel incremental bending process

A prototype machine has been manufactured based on a CNC milling machine as 
shown in Figure 2. It is mainly composed of a 1-DOF[vertical(z-axial) direction] punch 
controlled by a step motor, a supporting system setting on a 2-DOF[horizontal(x 
and y-axial) directions] working table controlled by servo motors and a 3D surface 
scanning system. The supporting system is composed of a 4(x-axial direction)⨯3(y-
axial direction) matrix of supporting pillars that can be adjusted up and down along 
z-axial direction by step motors according to the target shape of the sheet metal.
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punching tool

blank sheet 
metal

3D scanning 
equipment

flexible supporting 
system

Figure 2. Prototype machine of novel incremental bending process 

3  Algorithms for calculating punch feed and supporting pillar 
position

Once the target shape of sheet metal part and the information of the designed forming 
layers along with pressing positions are given, the punch feed at each pressing 
position of forming layers as well as the height of each supporting pillar needs to be 
calculated. 

The 3D CAD model of the target shape is designed first. Then, it is converted into 
a triangular mesh model in STL format. All the calculations are based on the STL 
model. 

3.1  Punch Feed

First, based on the target shape, the total punch feed at a given pressing position is 
calculated as follows.

As illustrated in Figure 3, a triangular facet onto which the point at the pressing 
position is projected along the z-axis direction can be identified by the condition:
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Where, and are the natural coordinates of the projection of the point on the facet; x, 
y and z are the global Cartesian coordinates of the point. xi, yi and zi(i=1,2,3) are the 
global Cartesian coordinates of the three vertexes of the facet.

The total punch feed at the pressing position is calculated as:
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Thus, the punch feed increment of each forming layer is calculated by dividing the 
above-calculated total feed equally into the given number of forming layers and the 
punch feed is obtained as: 
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Where, i is the number of ith layer, n is the total number of layers.

projection of pressing 
point

spatial coordinates x y z
natural coordinates r s

z

x

target shape

h

pressing position

identified facet

Figure 3. Target shape and total punch feed at pressing position

Finally, performing the same calculation procedure shown above, the punch feeds at 
all the pressing positions of every forming layer can be obtained.

3.2  Supporting Pillar Height

As mentioned above, the supporting pillars in the supporting system are adjusted 
to the heights where their rotating heads form the required target shape. This is 
important for this new forming process to constrain the deformed shape to the target 
one at the final forming stage in order to acquire accurate geometric shape, especially 
in the case when a complicated curved shape is to be formed. The height of each 
supporting pillar is indicated by the z-axial position of the rotating center of its head, 
i.e. the z-axial position of the ball-joint center. It is calculated as follows.

The rotating head of each supporting pillar fits the target shape in the manner as 
shown in Figure 4. 
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fitting point

rotating center
R

target shape

n

supporting pillar

Figure 4. Supporting pillar and target shape

In this configuration, the position of rotating center of the head satisfies the condition:
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Where,  xc is the vector of the coordinates of rotating center, xfp is the vector of the 
coordinates of fitting point, n is the normal vector at fitting point, R is the rotating 
radius of the head of supporting pillar.

From equation (6), the z coordinate (z-axial position) of the rotating center can 
be obtained as:
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Where, r and s are the natural coordinates of the fitting point in the fitting facet 
identified by the condition:
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Where, xi, yi and zi(i=1,2,3) are the coordinates of the three vertexes of the fitting facet.

4  Springback compensation method

A method similar to the displacement adjustment method proposed for the general 
stamping process, which iteratively modifies the die surface shape with the springback 
magnitude in the opposite direction, is adopted here.

The iteration procedure of this approach is shown in Figure 5. First, the blank 
sheet is formed into a trial target shape following the designed tool path, the first trial 
target shape coinciding with the designed target shape. Then, the deformed shape after 
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springback is measured by the 3D surface scanning system and its triangular mesh 
model is generated using the point cloud data collected. This model is subsequently 
used to determine the z-axial springback magnitudes of the nodal points of trial target 
shape (denoted by ∆z) using the same algorithm as presented in section III.

 
        , (1) 
 
                                 

                                 
 , (2) 

 
                                 

                                 
 . (3) 

 
 

                      . (4) 
       

 
 
        . (5) 
        

 
            (6) 

               
                             

                                                . 
 
                            . (7) 

 
 

        ,  (8) 
 

                                                 
                                 

 , (9) 
 

                                                 
                                 

 . (10) 
 

 

  
                
         

          
  . (11) 

 
 

 (11)

Where, n is the total number of the nodal points of the trial target shape. zi and zi
P are 

the z coordinates of the ith nodal point and its projection on the deformed shape after 
springback, respectively. Thus, a new trial target shape for the next iteration is obtained 
by adding the ∆z to the current trial target shape. The next iteration is performed 
using the new tool path with the punch feeds and supporting pillar positions updated 
based on the new trial target shape. The iterations will be continued until the ∆z lies 
within a specified tolerance.

 1)blank sheet

2)formed to the trail  
target shape

3)deformed shape
   after springback

4)new trail target shape
 after compensation

target

compensated shape

∆z

∆z

Figure 5. Iteration procedure for springback compensation

5  Forming experiment

A forming experiment has been carried out to validate those presented above. As 
the first experimental study, only a single punch and four supporting pillars were 
used. The pillars were located in the corners of sheet metal, and the distances 
between their axes were 360mm and 240mm in x and y directions, respectively. 
The dimension of the sheet blank was 450mm(x)⨯330mm(y)⨯3mm(z), and the 
material was Q235 steel(china steel) which is commonly used for hull plates. A 
target sheet metal part with a singly curved surface was chosen for this study as 
shown in Figure 6.
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Figure 6. Target sheet metal part

In the experiment, the blank sheet metal was fitted on the rotating heads (rotating 
radius of 40mm) of the four supporting pillars by bolts, and was formed in 4 forming 
layers. The same punching positions and sequence were applied on all layers as 
shown in Figure 7.

Figure 7. Pressing positions and sequence

Figure 8 and Table 1 show, respectively, the initial experiment configuration and total 
punch feeds at pressing positions determined by the algorithms in section III.

The experiment results are summarized in Figure 9.
It can be seen that after just one iteration for springback compensation the 

deformed shape after springback approached the target. The geometric accuracy in 
the effective forming region of 240mm⨯240mm is within error of 1.5mm (discrepancy 
in z direction between the shape after springback and the target). The result is 
acceptable.
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z

x0

target shape

 blank sheet 
∆h=15.5

Figure 8. Initial configuration of experiment

Table 1. Initial total punch feeds at pressing positions

stroke n total feed stroke n total feed

1 -29.32 19 -23.84

2 -29.32 20 -23.84

3 -29.32 21 -23.84

4 -29.32 22 -23.84

5 -29.32 23 -23.84

6 -27.95 24 -23.84

7 -27.95 25 -23.84

8 -27.95 26 -16.92

9 -27.95 27 -16.92

10 -27.95 28 -16.92

11 -27.95 29 -16.92

12 -27.95 30 -16.92

13 -27.95 31 -16.92

14 -27.95 32 -16.92

15 -27.95 33 -16.92

16 -23.84 34 -16.92

17 -23.84 35 -16.92

18 -23.84
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a) Comparison of shapes: 1- springback shape for 1st trial target shape; 2- 1st trial target shape 
(designed shape); 3 - 2nd trial target shape after 1st springback compensation
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b) Total feed compensation amount for 1st springback compensation
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c)Real deformed sheet metal part after 1st springback compensation

Figure 9. Results of the experiment
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d) Comparison between springback shape after 1st springback compensation and designed target 
shape

Figure 9. Results of the experiment

6  Conclusion

In this paper, numerical algorithms for calculating the punch feeds and the heights of 
supporting pillars as well as a springback compensation method which are essential 
to the design of the tool path for a novel incremental sheet metal bending process 
were presented. A validation experiment was also given. The maximum geometric 
error of the final deformed shape by the experiment was within 1.5mm in the effective 
forming region. The result demonstrates that the presented numerical algorithms and 
springback compensation method are feasible and applicable to practical use.

Acknowledgment: This research is supported by Shenzhen Basic Research 
Project(JCYJ20150521094519483), Taishan Scholar of Leading Talent in 
Ocean Engineering – A Special Project of Numerical Control Ship Building 
Machines, key cooperative program of the Bureau of International Cooperation 
(172644KYSB20160024),Chinese Academy of Science and the cooperation project of 
Foshan and Chinese Academy of Sciences (2014HT100103).

References
[1] C.D. Jang and S.C. Moon, An algorithm to determine heating lines for plate forming by line 

heating method, Journal of Ship Production, 14(4), 1998, pp.238-245.
[2] W. C. Emmens, G. Sebastiani, and A. H. van den Boogaard, The technology of Incremental Sheet 

Forming—A brief review of the history, Journal of Materials Processing Technology, 210, 2010, 
pp. 981-997.

[3] J.M. Allwood, H. Utsunomiya, A survey of flexible forming processes in Japan, International 
Journal of Machine Tools & Manufacture, 46, 2006, pp. 1939-1960.



448   Study On Tool Path Design for a Novel Incremental Sheet Metal Bending Process

[4] Luo, yuanxin, Wanmian Yang, Zhifang Liu, Yongqin Wang, and Ruxu Du. Numerical simulation 
and experimental study on cyclic multi-point incremental forming process, The International 
Journal of Advanced Manufacturing Technology, 85, 2016, pp 1249-1259.

[5] Zhong-Yi Cai, Ming-Zhe Li, Multi-point forming of three-dimensional sheet metal and the control 
of the forming process, International Journal of Pressure Vessels and Piping, 79(4), 2002, pp. 
289-296.

[6]  Wei Gan, R. H. Wagoner, Die design method for sheet springback, Internatial Journal of 
Machanical Science, 46, 2004, pp. 1097-1113.



Fan-yi MENG*, Xiao-feng GONG, Xu KANG 
Research on Tribological Characteristics of 316L 
Stainless Steel against PEEKHPV under Water 
Lubrication
Abstract: Compared with traditional oil hydraulic elements, water makes the key 
friction and wear of water hydraulic pump/motor more serious for its low viscosity 
and lubricant. To find the appropriate paired friction materials of water hydraulic 
pump/motor, 316L Stainless Steel and PEEKHPV were studied as research subject. 
The contact surface friction coefficient, temperature of friction pairs in water were 
investigated by using a MMW-1 vertical universal friction and wear tester at different 
speed and load. After the friction test the worn surface morphologies and wear extent 
were observed by a laser scanning confocal microscope. The result turns out that 
when the rotational speed is 100 r/min and load is 100 N, friction coefficient of 316L 
Stainless Steel and PEEKHPV is lower with more excellent friction wear performance 
which makes it the suitable key friction pairs materials of water hydraulic pump/
motor. 

Keywords: water lubrication; friction pairs; PEEKHPV; friction-wear test

1  Introduction 

Water hydraulic system is a new type of green hydraulic technology that uses filtered 
fresh water or seawater to instead of mineral oil as working medium [1]. Water medium 
has advantage of no pollution, good security, etc that makes the water hydraulic system 
widely used in water treatment, water mist fire extinguishing, nuclear reactor, ships, 
underwater operation, food processing and other industries [2-4]. Water hydraulic 
pump/motor is the power of the water hydraulic system and actuators. It is also a key 
element of water hydraulic system. Compared with oil pump/motor, water medium’s 
difference of physical and chemical properties makes it more serious in leakage, 
corrosion, cavitation, friction and wear. The key friction pair of relative speed is high, 
the contact stress is big, the condition working environment of lubrication is poor that 
greatly limits the service life of water hydraulic pump/motor. Therefore it becomes 
the bottleneck of water hydraulic systems technology’s application. Viscosity of water 
is low and it is 1/30-1/50 of hydraulic in the same temperature. Fitting clearance of 

*Corresponding author: Fan-yi MENG, Transportation Equipment and Ocean Engineering College, 
Dalian Maritime University, Dalian China, 116026, E-mail: mengfy713@163.com
Xiao-feng GONG, Xu KANG, Transportation Equipment and Ocean Engineering College, Dalian 
Maritime University, Dalian China, 116026



450   Research on Tribological Characteristics of 316L Stainless Steel against PEEKHPV

friction pair is very small of design. The above two points make hydraulic component 
occurs on the surface of the direct contact of the friction pair so easily and the surface 
wear not work. Therefore, the developed water hydraulic components must be with 
good characteristics of wear, corrosion, fatigue and cavitation resistances.

In order to make the water hydraulic piston pump/motor can operate normally 
in the water (sea water) environment, research on materials of high hardness, 
corrosion resistance and wear resistance has become an indispensable link in study 
of water hydraulic components. In water environment (especially sea water), metal 
can form a corrosive cell that result in a galvanic corrosion. Therefore the friction 
pair is impossible single metal material of water hydraulic components. In recent 
years, with the development of new materials, such as engineering ceramics and 
polymer materials, water hydraulic transmission technology has made considerable 
progress and development. Compared with metals, engineering plastics have many 
advantages, which include better self-lubricating and friction wear capability, lower 
friction coefficient, and more outstanding wear resistance. These characteristics 
make engineering plastics a new option of key friction pair material of water hydraulic 
pump/motor. Jiao Sujuan from Zhe Jiang University proves the tribological behavior 
of modified poly (ether ether ketone) and plasma ceramic coating is better than 
stainless steel by test machine of M-200 friction and wear [5-6]. Shen Fengmei from 
Beijing University of Technology studies friction-wear character of CFRPEEK against 
316L, 17-4PH, Silicon nitride ceramic by MCF-10 friction wear testing machine. The 
conclusion is that Ceramic silicon oxynitride’s friction character is the best [7]. Wang 
Zhiqiang from Yanshan university studies 10 kinds of engineering plastics such as 
316L, 9Cr18Mo against PTFE, Hard ABS resin, PEEK450CA30 with the help of MMU–5G 
friction wear testing machine. It proves that 316L-PEEK450CA30 is the best option for 
paired friction of torque seawater hydraulic motor. The conclusion also comes to that 
the friction coefficient increases with the increase of rotate speed and loading. In the 
mean time, it is also found that the influence of rotate speed to friction coefficient is 
bigger than the loading to friction coefficient. researched tribological behavior of the 
resulting filled PEEK composites and plasma-sprayed ceramic coating sliding against 
stainless steel under water lubrication was investigated on an MM-200 friction and 
wear tester, in a ring-on-block contact configuration and found that PEEK composites 
have better performance. Shen investigated the tribological behavior of and found 
that the CFRPEEK-Silicon nitride ceramic has low friction coefficient Wang studied 
friction and wear between stainless steel and 10 kinds of engineering plastics such as 
PTFE, CFR-PAI, CFRPEEK, PEEK450CA30, and showed that 316L stainless steel and 
CFRPEEK are more suitable for torque seawater hydraulic motor [8-10].

Through the analysis of the documents above, tribology performance of engineering 
plastic against metal are mainly studied by scholars, while tribology performances of 
Stainless steel and PEEK under water lubrication are less focused on. The research 
group that author belongs to comes to conclusion that the friction pair of 316L-PEEKHPV 
between the tribology performance is the best, suitable for water hydraulic piston 
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pump/motor friction pair material through the friction and wear experiment of 316L 
stainless steel with four common kinds of polyether ether ketone (PEEK). This thesis 
based on 316L stainless steel against PEEKHPV as experiment subject and design of the 
water hydraulic pump/motor by simulating the actual works of friction pair to further 
study the tribology performance. It studies the friction and wear performance at load of 
100 ~ 300 N (0.8 ~ 2.4 MPa) and speed at 100 ~ 300 r/min (1.4 ~ 4.2 m/s) in water.

2  Experiment Materials and Methods

Friction and wear experiment are conducted on MMW-1 vertical universal friction and 
wear tester. Ring-plate sliding contact forms are adopted to simulate the contact form 
of water hydraulic pump/motor friction pair in experiment. The upper specimen ring 
was made of 316L stainless steel with dimension of 25 mm (outer diameter) 27 mm 
(inner diameter) and friction diameter of 26.5 mm n average, thickness of 5 mm, 
surface roughness Ra of 0.4 microns. whereas the bottom specimen disc was made 
of PEEKHPV with dimension of 16 mm (outer diameter) 31.7 mm (inner diameter) a 
thickness is 10 mm, surface roughness Ra of 0.4 microns. Figure 1 shows the theory 
of friction wear testing machine. The upper specimen is driven by principal axisto 
rotate in clockwise. The bottom specimenis fixed and provide loading force of axial 
direction through loading axis. Both the upper and bottom specimen are in water box 
which is full of water. Thereby friction pair realizes to slide continuously on contact 
surface under the condition of water lubrication.

Figure 1. MMW-1 vertical universal friction and wear tester
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In order to simulate real working condition of water hydraulic pump/
motor,experiment were respectively performed wear condition between the friction 
pair when 100 N load is at different speed and when speed 100 r/min is at different 
load. Experiment lubricant is filtered tap water with filtration precision in 3-20 μm, 
2 h test time and room temperature to make record of friction coefficient and water 
temperature. After experiment, use a laser confocal microscope to observe sample 
surface morphology before and after wear.

3  Results and Analysis

3.1  The influence of rotating speed on the friction performance

Figure 2 shows when the load is 100 N, curve of friction coefficient that dual friction 
pair at different rotate speed with test time changed. It can be found that when the 
load (100N) is certain, friction coefficient of 316L- PEEKHPV friction pair increases 
with the increase of rotate speed, while the increase amplitude is small. When the 
rotate speed is at 100r/min, friction coefficient increase stabilizes around 0.19 with 
small fluctuation amplitude. When the rotate speed is at 200r/min, 3300 s internal 
friction coefficient of volatile is big within 3300 s. Then it is tending to stabilize and 
maintain between 0.22 and 0.27. When the rotate speed is at 300r/min, compared with 
the former two volatilities, friction coefficient in whole process is bigger and vibrates 
between 0.22 and 0.27.
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Figure 2. The variation of the friction coefficient of 316L-PEEKHPV with test time at different rotate 
speed.
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Interior environment temperature in experiment is 18.1°C. Figure 3 demonstrates 
curve that friction coefficient of dual friction pair leads to the change of water 
temperature in water box. It can be found from the graph curve, water temperature 
is increased with time passing and rotate speed is in proportion to speed. Two hours 
later, when speed is at 100r/min, seawater temperature stabilizes at 23.2°C. When 
speed is at 200r/min, seawater temperature stabilizes at 25.3°C. When speed is at 
300r/min, seawater temperature stabilizes at 27.3°C. The change of water temperature 
reflects friction power consumption. The higher the speed is, the bigger coefficient 
of friction between the friction pair is and more friction works. Therefore power 
consumption is more.
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Figure 3. The variation of the temperature of 316L-PEEKHPV with test time at different rotate speed.

3.2  The influence of load on the friction performance

Figure 4 shows curve of friction coefficient that dual friction pair at different load with 
time changed when the speed is at 100r/min. As you can see, when the speed (100r/
min) is certain, 316 l - PEEKHPV duality between vice friction coefficient increases 
with the increase of load. Compared with Figure  2, amplification and vibration 
of friction coefficient increase is much more obvious. When the load is 100 N, the 
friction coefficient stabilizes around 0.19 and the fluctuation amplitude is small with 
time passing; when the load is 200 N, the friction coefficient is between 0.21 and 
0.26; when the load is 300 N, the fluctuations and vibration are biggest with friction 
coefficient about 0.35 after 2 hours. It can be found that compared with Figure  2, 
change of friction coefficient at different rotate speed, when load increases, friction 
coefficient between dual vice oscillation increases sharply. While rotation speed 
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increases, vibration change of dual pair of friction coefficient is not particularly 
obvious. Thus load makes bigger effect on friction coefficient.
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Figure 4. The variation of the friction coefficient of 316L-PEEKHPV with test time at different load.

Figure 5 demonstrates curve that friction coefficient of dual friction pair leads to the 
change of water temperature in water box. It can be seen from the curve that the 
temperature of water is increased with time passing. Temperature is in proportion 
to load. After 2 hours, when rotate speed is at 200N, seawater temperature stabilizes 
at 26.6°C. When rotate speed is at 300 N, seawater temperature stabilized at 30.2°C. 
Compared with effect that rotate speed makes on water temperature, load makes 
temperature rise. It is because load makes bigger effect on friction coefficient. The bigger 
friction coefficient is, the more friction works. Therefore, temperature may rise more.
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Figure 5. The variation of the temperature of 316L-PEEKHPV with test time at different load
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3.3  Analysis of friction and wear mechanism 

Through analysis of friction coefficient at different rotate speed and load above, 
when rotate speed at 100 r/min, and load at 100 N, 316L-PEEKHPV dual friction pair 
of friction coefficient is smaller. It is because relatively low speed and load avail to 
form effective lubrication on contact surface so as to reduce friction. In the meantime, 
relatively low speed and load will not result in temperature on friction surface rises 
instantly so that impacts hardness and strength of PEEKHPV then avoid more serious 
adhesive wear happening.

In order to study PEEK HPV’s mechanism of friction and wear, wear surface 
morphology were analyzed through Olympus confocal laser microscope.. Figure 6 
shows the topography at different speeds and loads before and after friction. It is 
seen from Figure 6b, when load is 100N and speed is 100r/min, surface PEEKHPV’s 
surface wear is relatively even with fine scratches. Wear area is smallest and wear 
mechanism is mainly scratches; As rotate speed increases to 200r/min, it can be seen 
from Figure 6c that the wear area expands with increased scratch. When the speed 
reaches at 300r/min, It can be seen from Figure 6d that surface wear is very serious 
and a large number of irregular scratches in varying thickness are emerged.

  

(a) Original surface  (b) Worn surface (100N 100r/min)

  

(c) Worn surface (100N 200r/min)  (d) Worn surface (100N 300r/min)
Figure 6.
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(e) Worn surface (200N 100r/min)  (f) Worn surface (300N 100r/min)
Figure 6.

Seen from Figure  6b, when the speed is at 100r/min and load is 200N, scratches 
increase with phenomenon of a slight furrow emerging; When speed is at  
100r/min and load is 200N, furrows phenomenon continues to grow. A quantity of 
316L shedding particles is also found on the surface of wear. It indicates that at this 
speed, a slight adhesion wear of friction dual deputy happens.

Through the above on different speeds and under different load coefficient of 
friction, the analysis shows that, when the speed is too load, friction coefficient is 
small. This is because the relatively low speed and load contact surface facilitates 
the formation of effective lubrication, thereby reducing friction. Meanwhile, the 
lower speed and load will not cause a transient increase hardness and strength 
of the friction surface temperature and impact, and thus avoid more serious 
adhesive wear.

4  Conclusion

1. Under water lubrication, the dual friction pair 316 l - PEEKHPV friction coefficient 
increases with the increase of rotational speed and load, and at the same time 
also found that the load on the influence of friction is greater than the influence 
of the rotational speed on the friction coefficient.

2. By contrast morphology at different speeds and loads PEEKHPV wear before 
and after shows that the wear mechanism is scratched, the rotational speed of  
100r/min, the case load of 300N, the dual friction 316L-PEEKHPV occur slight 
adhesive wear.

3. Comprehensive analysis of the friction and wear properties even friction 
316L-PEEKHPV various aspects shows that, when the rotational speed of  
100r/min, a load of 100N, the friction coefficient of friction between the smallest 
and lowest temperature rise caused by the water, the degree of wear-resistant it 
is good. 
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Ning-shan WANG*, Yong-sheng YANG
Turbofan Engine Controller Optimal Design based on 
Grey Wolf Optimizer
Abstract: This paper describes a controller parameter optimization algorithm for a 
high-bypass turbofan engine controller. The turbofan engine is a nonlinear system 
working under extreme environment. Under such circumstances the engine system 
should ensure high reliability, stability and transient response performance. The 
contribution of the research lies in providing a new off-line optimization algorithm-
the Grey Wolf Optimizer (GWO) to optimize the parameters of turbofan engine’s 
Proportional Integral controller to provide the engine a better transient performance 
under certain working condition. The simulation results shows that compared with 
the original controller, the new controller provides better transient performance. 

Keywords: PI controller, Grey Wolf Optimizer, Turbofan Engine, Transient 
Performance

1  Introduction

Gas turbine engines (GTE), especially high bypass turbofan engine have played a 
significant role in the expansion of the flight capabilities of modern aircraft [1]. The 
high bypass turbofan engine installed in commercial aircraft must be operated by 
means of feedback control. The objective of the controller is to achieve nice thrust 
response performance while maintaining the engine output inside safety intervals 
[2]. To improve the transient performance of the turbofan engine, many advanced 
methods have been applied to the turbofan its control system.

Generally speaking, the turbofan engine is a complex system with strong 
nonlinearity. The performance of certain turbofan engine will change considerably 
with working condition, aging and maintenance. So, designing its controller to 
fulfill the requirements is a very difficult task. Classical linear compensation has 
been widely applied on the turbofan engine control to govern the engine close to 
a certain operating point [2]. Since the thrust of the turbofan engine installed on 
the aircraft cannot be measured in real time, Low Pressure Turbine (LPT) rotation 
speed or Engine Pressure Ratio (EPR) measured is usually designed to be the 
controlled variable. And, although many advanced control methods appear [2]. 
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Since the thrust of the turbofan engine installed on the aircraft cannot be measured 
in real time, Low Pressure Turbine (LPT) rotation speed or Engine Pressure Ratio 
(EPR) measured is usually designed to be the controlled variable. And, although 
many advanced control methods appear [2], the classical Proportional Integral (PI) 
controller is still used in Turbofan engine control because of its robustness and 
adaption. Optimizing the PI controller design is still a valuable method to improve 
the turbofan engine performance.

If the controlled variable of the turbofan engine is the LPT rotation speed, the 
control problem is similar to the Load Frequency Control (LFC) problem in stationary 
steam thermal power system. In Guha and Sharma’s researches, an evolutionary 
algorithm (EA) known as grey wolf optimization (GWO) has been applied for optimal 
design of PI/PID controller to solve LFC problem [3,4]. The simulated result shows 
that the optimized controller design shows pretty good performance.

In view of the above discussion, the main aim of the present research is to use 
the GWO algorithm to optimize the PI controller design of a high bypass turbofan 
engine. A dynamic model of P&W JT9D established in previous research is applied 
here [5]. Based on the given model, the turbofan engine working under changing 
working condition is simulated. The parameter of the PI controller is optimized by 
the GWO under certain working condition. The simulated transient response of the 
optimal controller is evaluated.

The following part of the paper is organized as follows. Section 2 the system 
scheme of the certain turbofan engine. The GWO algorithm is briefly described in 
Section 3. Section 4 presents detailed information about the controller. Section 5 
is about the result and the comparison. Section 6 shows the conclusion and future 
work.

2  Model Description

The components structure and the close-loop scheme of the certain turbofan engine 
is shown in Figure 1 [5,6]. The whole dynamic model of the turbofan engine is built 
based on the example provided by NASA [6]. The steady state nonlinear maps of 
the turbo machinery, including the Fan, Low Pressure Compressor (LPC), High 
Pressure Compressor (HPT), Low Pressure Turbine (LPT) are achieved from real data 
collected. The Dynamic Iterative Solver (DIS) inside the scheme can simulate the 
transient state performance of the engine under dynamic state condition. According 
to the previous research, the JT9D modeled shows nice accuracy compared with 
real data [5-7]. The component system scheme of the turbofan engine is presented in 
Figure.1. The dynamic system scheme is presented in Figure 2.
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Figure 1. P&W JT9D Turbofan Engine Components Scheme[5]

Figure 2. High bypass Turbofan Engine Dynamic Scheme [8]

3  Optimiazation method

3.1  Grey Wolf Optimizer

GWO, as a heuristic optimization technique, can find the candidate solution from very 
large solution space with no specific input parameters required. Such characteristics 
are very suitable to deal with the nonlinear problems like controller parameter tuning. 
The algorithm is designed to achieve its target through mimicking the social hierarchy 
and hunting mechanism of the wolf society.

The social hierarchy of the wolf society is a special one. The wolves at the top of 
the wolf pack are called alphas. They are responsible for making important decisions 
about hunting, sleeping place, wake time, etc. However, some kind of democratic 
behavior is also observed in which they follow other wolves in the wolf pack. In 
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gatherings, the entire wolf pack acknowledges the alpha by holding their tails down. 
The alpha wolves are also called the dominant wolves.

In the second level of the hierarchy, the grey wolves are named as beta category 
wolves and they are subordinate of alpha category wolves. They help alphas in the 
decision-making process and/or other pack activities. They are probably the best 
candidate and may transform into the alpha category wolves in case one of the alpha 
wolves passes away or become very old.

The lowest stage of the hierarchy is occupied by the omega types of wolves. 
They are basically used as a scapegoat and always follow the decision made by other 
dominant wolves. They are the worst category of wolves those are all owed to eat.

The wolves which do not come under alpha, beta and omega categories are 
grouped under delta or subordinate category. Delta types of wolves always follow the 
alphas and betas but dominate omegas [3,9].

During hunting, the main steps are listed as follows and shown in Figure 3.
(i) Tracking, chasing and approaching the prey.
(ii) Pursuing, encircling and harassing the prey until it stops moving.
(iii) Attack towards the prey.

Figure 3. Hunting behavior of grey wolves: (A) chasing, approaching, andtracking prey (BCD) 
pursuiting, harassing, and encircling (E) stationarysituation and attack [9], [10]

In the following sections, the hunting process is rewritten into three stages: encircling 
prey, hunting and attacking [9]. The characteristics of the social hierarchy, and 
hunting are represented mathematically in the following section to show how the 
algorithm works.
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3.2  Social Hierarchy

For modeling of the social hierarchy of the grey wolf, alpha is considered to be the 
fittest solution followed by beta and delta, respectively, and the rest of the solutions 
are group edunder omega. In GWO, the hunting (optimization) process is guided by 
alpha, beta and delta, whereas omega always follows these three wolves [3]. The 
society structure of the wolf pack is presented in Figure 4.

Figure 4. Hierarchy of grey wolf [9]

3.3  Encircling Prey

In order to mathematically model encircling behavior the following equations are 
presented as:

 (1)

 (2)

Where  indicates the current iteration,  and are coefficient vectors,  is the 
position vector of the prey, and indicates the position vector of a grey wolf.  and 

 are defined as follows:

 (3)

 (4)

Where components of are linearly decreased from 2 to 0over the course of iterations 
and , are random vectors in  [3,9].
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3.4  Hunting

In order to mathematically simulate the hunting behavior of grey wolves, we suppose 
that the alpha (best candidate solution) beta, and delta have better knowledge 
about the potential location of prey. Therefore, we save the first three best solutions 
obtained so far and oblige the other search agents (including the omegas) to update 
their positions according to the position of the best search agents [9].

 (5)

 (6)

 (7)

 (8)

 (9)

 (10)

 (11)

3.5  Attack

As the cost function converges to the neighborhood of a certain point, the cost function 
has reached the optimal value. The wolves begin to attack the prey.

3.6  Whole Optimization Process Overview

The whole optimization pseudocode is shown Figure 5.

Figure 5. Pseudo code of the GWO algorithm [9]
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4  Controller and Problem Formation

4.1  Controller Description

According to the dynamic scheme shown in Figure 1. This PI controller is used to 
govern the LPT rotation Speed (LPS). The parameters required to be optimized are 
proportional gain and integral gain .

The PI controller output/plant input can be described as following equations:

 (12)

 (13)

Here stands for the input control signal, which is the fuel signal. stands 
for the error signal, which is the difference between , the  demanded, and 
the  measured.

4.2  Objective Function

There exist many objective functions which are used to evaluate the performance of a 
controller. In this research, Integral Time Absolute Error (ITAE) is applied to evaluate 
the controller’s performance.

 (14)

5  Implementation of GWO

In this paper, GWO algorithm is applied to solve turbofan engine control problem. The 
algorithm sequences of the proposed method are listed as below [3].
Step 1.  Initialize input parameters of GWO algorithm such as search agents no, 

number of control variables according to the controller structure, upper and 
lower bounds of the search space, number of elitism parameters and total 
number of generations.

Step 2. In the initialization process, search agents or grey wolves (a two row vector
) are randomly generated between upper and lower bounds in 

the search space.
Step 3.  Evaluate the fitness function using (14) and assign alpha, beta, delta wolves 

in the search space.
Step 4.  Update the positions of alpha, beta and delta using pseudo code shown in 

Figure 6.
Step 5.  Update the positions of alpha, beta and delta using pseudo code shown in 

Figure 6.
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Figure 6. Positions Update Pseudo Code [6]

Step 6.  Defining two random numbers  and source between [0, 1] and linearly 
decreasing from 2 to 0.

Step 7.  Check whether any search agent goes beyond the search space or not and infeasible 
solutions are replaced by the randomly generated feasible solution set.

Step 8.  Sort the positions of search agents obtained in step 6 from the best value to 
worst value and use for next generation.

Step 9. Go to Step 4. until the termination criterion is fulfilled.

6  Simulation Result and Discussion

To test the effectiveness and superiority of proposed algorithm, the whole process is 
simulated under MATLAB condition and GWO is written in the.m file. ITAE criterion 
based objective function is minimized using GWO algorithm to find optimum gains of 
controller parameters.

6.1  Simulated Turbofan Working Condition

The turbofan engine is simulated working under certain outer condition, which is 
listed in the Table 1. In the30s simulation, the  is a step change signal from 
3667r/min to 3467r/min at 15s.
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Table 1. Initial condition

Gas path flow (pps) 674.22

Enthalpy (BTU/lbm) 130

Total Temperature (degR) 448.46

Pt - Total Pressure (psia) 5.528

6.2  Algorithm Setting

Search agents (the capacity of the wolf pack), Iteration time and the boundary of 
searching are required to be set initially. In this research, the number of search agents 
is 30, and the max iteration time is 50. The original control parameters provided by the 
given model in previous research are ,  [6]. To search 
for the optimal control parameters, specific searching boundary is selected. The 
boundary of the searching area is built around the original control parameters. The 
lower boundary of the searching area is . The higher boundary of the searching 
area is . For simplicity, searching of the controller parameter rsearching of the 
controller parameter  and shares the same boundary in this research.

6.3  Result and Comparison

The simulation results can be seen in Table 2 and Figure 7. It can be seen that the 
performance of the controllers are well optimized. All of the optimized controllers 
show pretty good performance compared with the original controller.

Figure 7. Simulation result
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Table 2. Simulation result

Group ITAE ( )

Optimal 3e-5 1.453e-5 58.34

Original 8e-6 1e-5 175.68

7  Conclusion

From the research carried out, the PI controller parameters for LPS control of JT9D 
turbofan engine are optimized through GWO. The simulation work has been done 
to verify the effectiveness of the proposed method. The simulation result shows that 
compared with the controller parameters given in previous research, the optimized 
parameters show better performance under certain working condition.
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Jian-Hua LI*, Ting-Ting RAO, Wei-Hua WANG, Wei-Bo ZHU
Research of the EMI Suppression Circuit in the ASM 
Power
Abstract: As to the EMI in ASM, a power system is the main interference source and 
receiver. The EMI rejecting ability of power system determines the electromagnetic 
compatibility of ASM, so, it plays a very important role in the progress of ASM design. 
In this paper, we first summarize the program of switching power EMI suppression; 
focus on analyzing the form of switching power EMI filter. Then the ADS software 
was used to simulate the circuit performance of the EMI filter we designed. Through 
iterative simulation and optimization, an EMI filter with excellent performance which 
applied to ASM secondary power source is finally achieved. 

Keywords: ASM; the secondary power source; EMI filter.

1  Introduction 

A stable and reliable power system is the prerequisite for the safe operation of an 
electronic system. The purpose of secondary power sources to convert the 28V DC 
power that supplied by the aircraft, to various lower voltages which could be used by 
the missile. Besides the radiated EMI produced by other applications in the ambient 
environment, the power system inside the missile could also be interfered by the high 
frequency switching noise and rectifier diode noise in the secondary power source, 
which will result in output containing some severe harmonic waves both highly in 
amplitude and frequency. The switching noise and higher harmonic wave have severe 
negative effects on the EMC performance and power source stabilization, it will 
cause a potential threat to the system is existed without proper measurements. So an 
effective EMI suppression circuit must be designed in a power supply lines to keep the 
system work in a stable state.

2  Secondary power system EMI suppression tactics

Currently, the secondary power source in ASM, mostly use the ±28V provided by 
the aircraft as the input voltage, whose output voltages lie on the actual demands 
of the system, as ±15V, ±5V. Figure 1 shows a EMI filter diagram, used with the 
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secondary power source in ASM, which consists of six blocks: voltage or current 
spike suppression, surge suppression circuits, input filter circuit, short-break energy 
storage circuit, and output filter [1]. Transient voltage suppression (TVS) diodes are 
usually used in the spike suppression circuit to weakening the highly transient voltage 
between the power lines, clamping the input voltage in a preset-value, so that others 
electronic elements could work normally under a safety voltage [2-4]. The function of 
surge suppression circuit is to deal with the overvoltage and under voltage problems 
when the aircraft system is in a short-break condition or high current switching 
[5-7]. The short-break energy storage circuit which generally made up by the current 
limiting resistor, high-capacity tantalum capacitors and diodes, is aimed at providing 
power continuously when power system is in high current switching.

The input filter is working as a frequency filter, dealing with the power signal 
which had processed by the spike suppression circuit and the surge suppression 
circuit to meet the requirements of DC-DC module, while the output filter is adjusting 
the DC-DC output quality to satisfy the application circuit’s requirements [8].

3  Secondary power ripple suppressing method

Spike suppressing and surge suppressing can be treated as the preliminary process for 
the aircraft power source, providing a relatively stable environment for the secondary 
power source input. Standardized design has been implemented on the circuit system 
of ASM, causing the same kind of EMI problems, so universal EMI filters could be 
used in the input power lines. Considering some restrict factors, such as weight, 
size, function, and cost, the choice of a DC-DC converter is complicated, thus special 
output ripple attenuation circuit should be designed accordingly. 

3.1  The sources of secondary power output noise

Figure 1 shows the secondary side circuit of the DC-DC converter. Figure 2 illustrates 
the output EMI noise, consisted of two parts, one is the ripple caused by the switching 
frequency. It’s a triangular wave, whose cycle is determined by the switching 
frequency; the other noise is the fast transient spike voltage caused by the PCB 
distributed parameter at the time the DC-DC converter’s working state change into 
ON/OFF, this spike voltage is superimposed on the peak of the triangular wave. The 
switching frequency is relatively low, while the frequency of transient voltage spikes 
is relatively high, thus the spectrum of EMI is very wide. Therefore a wide-band 
output filter network is supposed to increase to the DC-DC terminal to filter out high 
frequency noise and ripple noise.
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T1

output

secondary
side

primary    
side

Figure 1. Diagram of the secondary circuit of switching power

Figure 2. DC-DC switching power output noise

3.2  Filter structure

The interference signal on Secondary side power lines can be represented as 
differential-mode noise and common-mode noise. Differential-mode noise is the 
interference signal between power line L and N, common-mode noise interference is 
the interference signal between power line L and the ground. Thus, the suppressing 
to ripple noise of DC-DC converter output filter can be understood as the suppressing 
to common-mode and differential-mode noise. The output filter can be divided into 
common filter and differential filter according to the function structure.

3.2.1  General performance EMI filter
The general performance EMI filter circuit contains a common-mode choke (common-
mode inductance) L, differential-mode and common-mode capacitor Cx, Cy. 
Common-mode choke is made up of two coils which were wounded on a magnetic 
ring (closed magnetic circuit)’s upper and lower half-rings with same number of turns 
but wounded opposite. The magnetic flux direction of the two coils is the same, and 
when the common-mode interference appears, the total inductance increases rapidly 
to a large value which can suppress common-mode interference effectively. EMI filter 
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circuit in Figure 3 can be seen as the combination of the common-mode equivalent 
circuit and differential-mode equivalent circuit shown in Figure 4a and 4b and Ldm is 
the leakage inductance of common-mode choke.

L

common-mode
 inductance

Cx Cx1 2

CY1

CY2

N

L

Figure 3. General performance EMI filter

N

L
Lcm

Cy

Figure 4 .(a) Common-mode equivalent circuit

N

L
Lcm

CyCx1

Figure 4. (b) Differential-mode equivalent circuit

Common-mode equivalent circuit A parameter matrix:

  (1)

Differential-mode equivalent circuit A parameter matrix:
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  (2)

Take A parameter matrix value into insertion loss calculation and get the formula of 
common-mode equivalent circuit insertion loss:

  (3)

The formula of differential -mode equivalent circuit insertion loss:

  (4)

The formula above gives the relationship between insertion loss and circuit parameters. 
In practice, the filters typically work in impedance mismatch situation because the 
switching power resistance value changes with frequency. a special equipment could 
be used to measure the equivalent impedance of interference source and load, the 
spectrum whether the filter is used or not. After all these steps, a simulation design 
can be start based on EMI filter common-mode and differential-mode model.

3.2.2  Differential-mode suppressing performance enhanced filter
To strengthen the differential-mode suppression effect, one or more differential-mode 
inductance may be added into the general structure circuit. Enhanced differential-
mode suppressing filter circuit is shown in Figure 5.

L
L1

N

Cx

CY

CY

L1

L2

L2

Cx

G

L

G

N

Figure 5. Differential-mode suppressing performance enhanced filter

Cx, Cy are differential-mode and common-mode capacitor, L1 is common-mode 
choke, L2 is differential-mode inductance, the equivalent circuit of the differential-
mode suppressing performance enhanced filter is shown in Figure 6a and 6b.

In an EMI filter, common-mode circuit and differential-common circuit have 
a certain contribution to mutual noise. As a differential-mode inductance, L2 
also exists in the L-type circuit composed of common-mode inductance L1 and 
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capacitance Cy, and it is contributed to suppressing common-mode noise; Similarly, 
the leakage inductance Le of common-mode choke L, and common-mode capacity 
Cy, also existing in the π-type circuit target for differential-mode suppressing, will 
suppress differential-mode noise as differential-mode filter circuit do. Therefore, 
doing parameter values selecting should take the mutual contribution effect between 
common-mode and differential-mode circuit into account during the filter design.

2L1 L2

CY

Figure 6. (a) Common-mode equivalent circuit

Le 2L2

0.5CCx Cx Y

Figure 6. (b) Differential-mode equivalent circuit

4  EMI filter design and simulation analysis of ASM secondary 
power

4.1  Filter schemetic design suppressing DC-DC output ripples, including one level 
common-mode filter and three level cascade differential-mode filters.

To suppress common-mode noise more effectively, the common-mode choke with 
high permeability, good high-frequency performance core should be given priority. 
Common-mode choke inductance values are related with current ratings. Differential 
capacitor Cx usually select metal film capacitors, in the range of 0.1 ~ 1μF. Cy is used 
for suppressing high frequency common-mode interference signals, often select 
ceramic capacitor with high self-resonance frequency. Since connect to ground, Cy 
will produce the common-mode leakage current Iid, and the leakage current will 
cause harm to human security, so the leakage current should be as small as possible, 
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typically <1.0mA. Common-mode capacitance varies with the size of the leakage 
current, it should not be too large, generally in the range of 2000~4700pF.

4.2  Simulation optimization

The simulation of Circuit system is divided into pre-simulation and post-simulation. 
Pre-simulation does not need to consider the PCB layout information and directly 
do a simulation of the circuit schematic by connecting the discrete devices. While 
post-simulation take the distribution parameters of PCB layout and routing into 
consideration. Take Figure 8 as the input excitation signal and post-simulating the 
Figure 7 EMI filter network,  each node’s waveforms of the filter shows in Figure 9.

In Figure 9, the waveform with glitch is the output voltage of the first stage 
differential-mode inductance. The waveform marked by blue line is the output 
voltage of the second stage differential-mode inductance. The waveform marked by 
symbol  is the output voltage of filter terminal. Compared with the input signal of 
300mV ripple fluctuations, output ripple amplitude of every differential inductance 
is very small, less than 15mV, and the signal spikes are completely filtered out in final 
output port. In ADS pre-simulation, it looks like the trend of waveform in each node 
is reasonable, but the suppression is too ideal. The reason is that the signal path 
is not taken into consideration, while the layout situation and the discrete devices 
parameters should be combined when doing a simulation.
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Figure 7. Power EMI filter circuit

Figure 8. Input power signal with different frequency
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Figure 9. Output voltage at input frequency(the unit “usec” means “microsecond”)

Figure 10 shows the connecting information after importing Allegro PCB layout 
with discrete devices, Figure 11 shows a simulation result for the system layout 
optimization.

Draw a comparison between Figure  11a and 11b, we can get that the EMI filter 
circuit can suppress most of the interference signal. Meanwhile, the spike can be 
suppressed, but not completely be eliminated.

Figure 12 is the actual test waveform of Figure 11, from the comparison of Figure 
11 and 12; it is highly similar both in ripple value (80mV and 100mV respectively) and 
fluctuation of waveform.

Figure 10. EMI co-simulation circuit
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Figure 11. (a) The input and output voltage comparation of co-simulation

Figure 11. (b) The output voltage of co-simulation
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Figure 12. Waveform of measured output

5  Conclusion

In this paper, an EMI filter circuit is designed specified for the switching power 
which ranges widely in switching frequency and has high-frequency harmonics. By 
simulating and optimizing the circuit, the output waveform of the simulation results 
is familiar with the actual test results, which not only prove the reasonability of filter 
structure selection, the setting of device parameters, and the circuit layout, but also 
show that making use of the post-simulation can better predict the performance of 
the power design and provide optimization support for the EMI filter circuit of ASM 
secondary power.
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Research on the Relationship Identification and 
Governance Countermeasures of Stakeholder in Two 
Phases of Thermoelectric Projects 
Abstract: In previous studies, the researchers found that the project stakeholder 
relationship governance research often focused on the various stakeholders of the 
construction period but lacked research on stakeholders within the operation period 
and two stage stakeholders correlation. This paper uses scientific and reasonable 
methods to identify the stakeholders according to the construction period and 
operation period of the project, measure the importance degree, influence scope 
and the intensity of the relationship among the various stakeholders, and then 
determine the interests relationship network in the project, core stakeholders and 
key stakeholder groups. On this basis, it is of great theoretical and practical value 
to formulate the strategy of relational governance and to coordinate the relationship 
among stakeholders of thermoelectric projects.

Keywords: thermoelectric project; stakeholders; relationship governance; social 
network analysis

1  Introduction

In recent years, the domestic scholars have carried out research on relationship 
governance and project organization construction [1-3], and using the social network 
analysis method (SNA) which developed in the last century 60’s carries out the related 
research [4-6] has obtained pretty good research results, however, in previous studies, 
stakeholder research often focused on construction period of the project, but lacked 
research on the stakeholders relationship governance of operation period and the two 
stage stakeholder relationship, in view of this, the article selects the thermoelectric 
project in the core position of the industrial chain of circular economy as the research 
carrier [7], tries to use the social network analysis method to identify the stakeholders 
of the two phase of the thermoelectric project construction-operation period, and 
then determine the interest relations network in the project, the core stakeholder 
group. Based on this formulation of relational governance countermeasures and 
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coordination thermoelectric projects at various stages of the interests of stakeholders, 
the research can provide reference for the identification of stakeholder relationship 
and the development of countermeasures in each stage of the construction project.

2  Construction of the social network model of the stakeholders in 
the thermoelectric project

The data were obtained by triangulation method, and the snowball method was used 
to identify the stakeholders from the three dimensions of the task, purpose and role of 
thermoelectric project. Build the adjacency matrix of stakeholders, using Ucinet 6.0 
for qualitative model quantitative analysis, and the use of software NetDraw can get 
the relationship network structure of the project stakeholders. 

2.1  Identification of Stakeholders in Thermoelectric Project

First, identify all stakeholders involved in the thermoelectric project; Secondly, 
Quantify the relationship between the related parties. In this paper, the stakeholders 
of thermoelectric project are defined as the organizations and individuals involved 
in the construction or operation period of the thermoelectric project, as well as their 
own interests affected by the thermoelectric project. 

2.2  Definition of Stakeholder Relationship in Thermoelectric Project

The definition of stakeholder relationship in construction period. In the 
thermoelectric projects construction period, each stakeholder is mainly around the 
thermoelectric project construction, build activities. During the construction period 
of the thermoelectric project, the relationship types of stakeholders can be expressed 
as the coordination relationship, the contract relationship, the information exchange 
relationship, the performance incentive relationship, the order relationship between 
the five types of relationships. 

The definition of the relationship between the stakeholders in operation period. 
The circular economy industrial chain, which is the core of the thermoelectric 
enterprises and is constructed in the operation period of the project. During the 
operation period of the project, the relationship of stakeholders is mainly embodied in 
the business aspects between upstream and downstream enterprises in the industrial 
chain, and the thermoelectric enterprises in the industrial chain give full play to the 
role of radiation and link. 
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During the operation period of thermoelectric project, the relationship between 
the stakeholders can be expressed as heat energy transmission, power transmission, 
material metabolism, water cycle and the use of steam. 

2.3  Construction of Relation Matrix

After defining the relationship between the stakeholders of the thermoelectric 
project, the relationship between the stakeholders is expressed, and the intensity of 
the relationship between the stakeholders is formed. Thermoelectric projects include 
the construction period of the project without the adjacency matrix, as shown in 
Table 1, and the thermoelectric project operating period of the undirected adjacency 
matrix is shown in Table 2.

Table 1. Thermoelectric projects construction period interest related parties adjacency matrix
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Thermoelectric enterprises 0 4 4 4 4 3 4 3 4 3

Supervision party 4 0 2 1 1 1 3 0 2 3

Construction side 4 2 0 1 1 2 4 2 3 3

Design party 4 1 1 0 1 2 1 1 0 3

Survey party 4 1 1 1 0 1 0 1 0 3

Landless peasants 3 1 2 2 1 0 0 1 0 2

Supplier 4 3 4 1 0 0 0 0 3 0

Industrial chain upstream and downstream 
enterprises

3 0 2 1 1 1 0 0 0 3

Consulting company 4 2 3 0 0 0 3 0 0 3

Local government department 3 3 3 3 3 2 0 3 3 0

National examination and approval department 0 0 0 0 0 0 0 0 0 2

Investment side 5 0 0 0 0 0 0 0 0 3

Financial institution 0 0 0 0 0 0 0 0 0 0
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Table 2. Thermoelectric projects operation period interest related parties adjacency matrix
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Thermoelectric enterprises 0 2 2 2 2 2 2 3 2 3 3 2 2
Cement plant 2 0 0 1 1 1 0 0 0 0 0 0 0

Brick factory 2 0 0 1 1 1 0 0 0 0 0 0 0

Gypsum factory 2 1 1 0 1 1 0 1 0 0 0 0 0

Sewage treatment plant 2 1 1 1 0 1 1 1 1 1 1 1 1

Local government department 2 1 1 1 1 0 1 1 1 1 1 1 1

Coal plant 2 0 0 0 1 1 0 0 0 0 0 0 0

Mechanical equipment manufacturing 
enterprises

3 0 0 1 1 1 0 0 0 0 0 0 0

Bio-pharmaceutical enterprises 2 0 0 0 1 1 0 0 0 0 2 2 0

Garment processing enterprises 3 0 0 0 1 1 0 0 0 0 0 0 0

Food processing enterprises 3 0 0 0 1 1 0 0 2 0 0 1 0

Feed mills 2 0 0 0 1 1 0 0 2 0 1 0 1

Residents 2 0 0 0 1 1 0 0 0 0 0 1 0

2.4  The Formation and Distribution of the Social Network Model of Stakeholders

From the Table 1 and Table 2, it can be found that the thermoelectric enterprises, 
government departments and residents participate in the construction period and 
operation period at the same time, so as to construct the social network model of the 
thermoelectric project stakeholders.

3  Analysis of stakeholder social network model

3.1  Analysis of Network Density of Stakeholders

After the two value of the stakeholder relationship data in the thermoelectric projects 
is transformed, the overall network density analysis of the stakeholders is carried out. 
The results are shown in Table 3:
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Table 3. Thermoelectricprojects stakeholder social network density

Density No. of Ties

Network density of thermoelectric projects 0.3467 389.0000

As can be seen from table 3, the total amount of the 34 stakeholders of the 
thermoelectric projects is 389, that is, the average number of stakeholders is 11.44 
and the network density is 0.3467. Network density is low but the total relationship 
amount is higher, shows that the thermoelectric projects among stakeholders in the 
general information exchange capacity is higher, but the interaction frequency is low, 
the thermoelectric project network agglomeration level is not high, the relationship 
between the stakeholders could be relatively concentrated in a certain number of 
related parties. Therefore, thermoelectric enterprises, as the owner of the project and 
the main unit, should take positive measures to promote the interaction between 
the stakeholders, and to avoid excessive concentration of resources and information 
between a few stakeholders.

3.2  Analysis of Stakeholder Centrality

Through the calculation, it is concluded that the thermoelectric projects stakeholders 
social network three centrality index, and then do a comparative analysis, the results 
shown in the Table 4. The score in the centrality measure of thermoelectric enterprises 
and local government departments are maximum. The central degree of thermoelectric 
enterprises is 91.000 and the central degree of the local government department 
is 87.000, namely indicates that the two are the most influential individuals in this 
project. In thermoelectric project construction, the local government department 
needs to manage the construction safety, construction progress and construction 
quality and worker organization of the project. In the project operation period 
government department needs to manage the construction and optimization of the 
industrial chain of the whole industrial park, it also has considerable information 
control ability.

In addition, local residents in the project also has a high centrality (30.000), due to 
the project in the construction period of land acquisition, construction and other acts 
will have a direct impact on the local residents groups, the relevant departments to 
do a good job of placement and appease. In the period of production and operation of 
the thermoelectric project, and the operation of the enterprises needs the input of the 
local labor, and can solve the local employment problem, thermoelectric enterprises 
in the production of heat, electricity and other resources can provide protection for 
the lives of the residents.
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Table 4. The thermoelectric projects stakeholders network center

1  2  3
Degree  NrmDegree  Share

1 Thermoelectric enterprises
12 Local government department
3 Construction unit
4 Development organization
5 Design unit
8 Local residents 
21 Sewage treatment plant
29 Feed mills
11 Management consulting company
17 Cement plant
30 Farms 
19 Brick factory
23 Mechanical equipment manufacturing enterprises 
31 Dairy enterprise
28 Beer enterprises
32 Food processing enterprises
10 Equipment suppliers
18 Bricks and tiles plant
27 Garment processing enterprises
33 Beverage enterprises
9 Material suppliers
26 Textile enterprises
24 Bio enterprise
20 Gypsum factory
22 Coal plant
34 Building materials enterprises
6 Bidding Proxy Companies
14 The investor
25 Pharmaceutical enterprises
7 Survey party
2 Supervision party
13 National examination and approval department
16 The insurance company 
15 Bank

91.000  55.152  0.123
87.000 52.727 0.118
62.000 37.576 0.084
62.000 37.576 0.084
31.000 18.788 0.042
30.000 18.182 0.041
27.000 16.364 0.036
18.000 10.909 0.024
17.000 10.303 0.023
16.000 9.697 0.002
16.000 9.697 0.002
15.000 9.091 0.020
15.000 9.091 0.020
15.000 9.091 0.020
15.000 9.091 0.020
15.000 9.091 0.020
14.000 8.485 0.019
14.000 8.485 0.019
14.000 8.485 0.019
14.000 8.485 0.019
14.000 8.485 0.019
14.000 8.485 0.019
13.000 7.879 0.018
13.000 7.879 0.018
13.000 7.879 0.018
13.000 7.879 0.018
12.000 7.273 0.016
12.000 7.273 0.016
12.000 7.273 0.016
11.000 6.667 0.015
11.000 6.667 0.015
8.000 4.848 0.011
3.000 1.818 0.004
3.000 1.818 0.004

3.3  Analysis of Agglomeration Subgroups of Stakeholders

The analysis of the k-core and cliques. We can get the core degree of various 
stakeholders in the thermoelectric projects by k-core analysis, the distribution of the 
members of the faction can be obtained through the Cliques analysis.

The analysis results of stakeholder’s k-core and thermoelectric projects 
stakeholder’s social network k-core are shown in Figure 1 below. 
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Figure 1. K-core running results

It can be found from the analysis results of Figure  1 that in the thermoelectric 
project stakeholders k-core analysis, can distinguish the six core degree, the degree 
respectively 4, 5, 6, 7, 8, 9. Degree of 9 of the core (ie, 9- core) contains 16 stakeholders, 
which represents the core group of the project. There are more thermoelectric project 
stakeholders with high core degree, and form a longer relationship chain. During the 
construction period, the core degree of construction unit and design unit are higher, 
there are more related stakeholders who are in the important position of information 
transmission, they are not only affect the stakeholders of the construction period, 
but also their behavior and decisions will have an impact on the stakeholders in the 
operating period. During the operating period, the core degree of the enterprises 
which participated in a number of industries is generally higher, and the enterprises 
have contact with stakeholders in a number of different industrial chain. 

The social network Cliques analysis of the stakeholders in thermoelectric 
project. Through the Cliques analysis, it can be known that the minimum number of 
members is set to 10, this moment the thermoelectric project is divided into 3 factions, 
and the classification is more reasonable. Table 5 below shows the distribution of 
the stakeholders in the 3 factions when the minimum number of members of the 
thermoelectric project is 10.

It can be learned from the members of the thermoelectric project faction 
classification list, the 3 factions have a very high degree of overlap, which shows that 
the relationship between stakeholders is very close. Through the analysis, we can 
get to know that the stakeholder who are repeated emergence in the three factions 
are exactly the same, they are all thermoelectric enterprises, construction units, 
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construction units, design units, local residents and local government departments, 
sewage treatment plant, feed plants and plant breeding, and the 9 stakeholders 
have a greater impact on other stakeholders in the project. In the thermoelectric 
project, the key subgroups of the project are mainly related to the stakeholders in the 
construction period, during the operating period, the enterprises that participate in 
multiple industry chain are often in the core area of the thermoelectric project, which 
is the key stakeholder groups of the thermoelectric project.

Table 5. List of stakeholder faction member in thermoelectric projects

Cliques1: Thermoelectric enterprises Development organization Construction unit Design unit 
Local residents Local government departments Sewage treatment plant Beer enterprises 
Feed mills Breeding plant

Cliques2: Thermoelectric enterprises Construction unit Design unit Development organization 
Local residents Local government departments Sewage treatment plant Feed mills 
Breeding plant Dairy enterprises

Cliques3: Thermoelectric enterprises Construction unit
Development organization Design unit Local residents Local government departments 
Sewage treatment plant Feed mills Breeding plant Food processing enterprises

3.4  The Thermoelectric Project Stakeholders’ social Network Core - edge Structure 
analysis

The core degree average value of the 34 stakeholders involved in the thermoelectric 
project is 0.144, using the core degree average value of thermoelectric project 
stakeholders to divide the core stakeholders of the thermoelectric project, half edge 
stakeholders and edge stakeholders. The results are shown in Table 6. 

Table 6. The division of thermoelectric projects stakeholder core - edge area

Starting fitness: 0.000 Final fitness: 0.692 
Core/Periphery Class Memberships:

1:  Thermoelectric enterprises Supervision party Construction unit build unit Survey party Design 
unit Local residents Management consulting company Local government departments Sewage 
treatment plant

2:  Bidding agent company Equipment suppliers Material supplier National examination and 
approval department Investment side Bank The insurance company Cement plant Bricks and tiles 
plant Brick factory Gypsum plant pharmaceutical enterprises Textile enterprises Machinery and 
equipment manufacturing enterprises Garment processing enterprises Breeding plant Coal plant 
Bio enterprise Beer enterprise Feed mills Dairy enterprise Food processing enterprise Building 
materials enterprises Drinks companies 
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The original goodness of fit of thermoelectric project core - edge structure analysis 
is 0, the final goodness of fit is 0.692. Thermoelectric project’s final fitting goodness 
is relatively large, and the numerical well illustrates that the thermoelectric project 
stakeholder relational data and the ideal model of similarity is higher, and the core - 
edge structure model of the data collected by the thermoelectric project stakeholders 
is significant.

4  Thermoelectric project stakeholder relationship governance 
countermeasures

Based on the study, we find that the center degree of thermoelectric enterprises in 
the social network of the whole project is higher, therefore, the relational governance 
of thermoelectric projects stakeholder is also from the perspective of thermoelectric 
enterprises, which puts forward the governance countermeasures of the relationship 
between the stakeholders of the thermoelectric project. 

4.1  Strengthen the management of thermoelectric project constraints system

Due to the stakeholders in the thermoelectric projects construction period and 
operation period involved in the project are different, the personnel are complex, 
the social network is huge, the network relationship is complex, so we should 
comprehensively consider the factors such as the compatibility of interests, the level 
of trust, the intensity of cooperation, establish and improve the corresponding rules 
and regulations and the mechanism of conflict warning and coordination. To prevent 
the situation of management chaos caused by section’s stakeholders breaking rules 
and regulations from happening.

4.2  Overall planning of thermoelectric projects industry chain layout

Thermoelectric project stakeholders are numerous, project cycle is long, during 
the thermoelectric projects construction period, stakeholders’ plans, behavior and 
decisions affect the thermoelectric projects stakeholders of operating period. At the 
beginning of the thermoelectric projects, it needs a comprehensive investigation, 
system design, scientific layout, reasonable distribution of manpower, material 
resources, financial resources, and comprehensive optimization of thermoelectric 
projects design, to ensure that the implementation of thermoelectric projects is 
carried out smoothly.
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4.3  Pay close attention to the change of internal and external environment of 
thermoelectric projects

The thermoelectric project’s life cycle is long, stakeholders involved in every stage 
is different and are faced with different internal and external environment. In the 
implementation process of thermoelectric project should pay close attention to the 
change of internal and external environment of the project, according to the analysis 
results to build information sharing platform, capture the factors of change accurately, 
make adjustments according to the changes in the environment timely, and respond 
to thermoelectric project risk actively, to ensure the smooth implementation of 
thermoelectric project.

5  Conclusion

Through the social network analysis of the stakeholder of the two phases in the project 
construction and operating period, it is found that the decisions of the stakeholders in 
the construction period will have an impact on the behavior of the stakeholders in the 
operating period. During the operating period, companies that involved in multiple 
industrial chain are often in the core area of the thermoelectric projects, and they are 
the key stakeholder groups of the thermoelectric projects which are greatly influenced 
by the stakeholders in the construction period. In the thermoelectric projects, the 
key subgroups are mainly related to the stakeholders in the construction period. 
The amount of the relationship between stakeholders throughout the thermoelectric 
projects is higher, but the relationship is relatively concentrated on the stakeholders 
who have higher center degree, at the same time to participate in the construction 
and operating periods, the center degree of stakeholders is higher, the center degree 
of the stakeholders in constructing period is generally higher than the center degree 
of the stakeholders in operating period. The local government departments have a 
higher center degree, and they are the key stakeholders which play an important role 
in the stability of the network. Local residents in the social network of thermoelectric 
projects also have higher center degree and the influence is relatively large, it should 
pay attention to the influences of local residents on the social network of stakeholders 
in thermoelectric project.

In future studies, it needs to further consider the difference between different 
types of relationships, to set weights according to different types of relationship, 
to strengthen the research on the relationship governance countermeasures 
between the different stakeholders and to improve the scientific and enforceable 
of the relationship governance countermeasures between the stakeholders of the 
thermoelectric projects.
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Zhong-hua ZHANG*, Yan-hai XU, Dao-jie JU, Xu-qiang QIAO
Study on the Fluctuating Pressure and Aerodynamic 
Noise at Car Rearview Mirror Zone
Abstract:  In order to study on the flow characteristics and the formation of aerodynamic 
noise quantitatively at car rearview mirror zone, the numerical simulation method is 
applied in the paper. Firstly, a wind tunnel computational model that includes review 
mirror, body characteristics and detailed wheel structures based on an actual car is 
established. The effects of rotating wheels and moving ground on air flow are also 
taken into account in the model. Then, a large eddy simulation (LES) technology and 
transient numerical method are used to solve the computational domain and study 
the flow field characteristics and pulsating pressure at mirror and side window zone. 
Finally, the FW-H method is applied to calculate the aerodynamic noise at rearview 
mirror zone. The results show that a strong swirling motion in the wake of the A-pillar 
and rearview mirror is the reason caused fluctuating pressure that is the main dipole 
sound sources at side window zone. Additionally, it also shows that reducing flow 
separation movement at rearview mirror zone will ameliorate the drag eddy scale in 
the wake area which is the key to control aerodynamic noise source at side window 
zone.

Keywords: rearview mirror zone; fluctuating pressure; aerodynamic noise; LES

1  Introduction

Recently, with the gradual improvement of road infrastructure, vehicle speed becomes 
faster and faster. Car aerodynamic noise is proportional to sextic vehicle speed and it 
will increase about 18 dB when vehicle speed is double [1,2]. So car aerodynamic noise 
has become a dominant factor affecting the ride comfort and the life quality for people 
living near roads. The theoretical analysis, numerical simulation, wind tunnel test and 
vehicle road test are major research methods on car aerodynamic noise. With the rapid 
development of CFD software and computer technology, the numerical simulation has 
become an important research tool for automotive flow field aerodynamic noise, which 
is a convenient and reliable method to reveal the car flow field characteristics. Numerical 
simulation is not only with low cost, but also it can explore the complex flow phenomena 
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of car flow field. It has become one of the important ways on car aerodynamic analysis 
in the automotive development process. Because car shape has a lot of surface corner, 
sectional change and some protruding objects, airflow will lose adhesion and induce 
complex unsteady vortex motion in these areas. So a strong pressure fluctuation will 
be produced in car surface layer and thus generate aerodynamic noise and radiation 
to the surrounding [3,4]. In addition, improving the accuracy of numerical model for 
analyzing car external flow field is also important. By using a large eddy simulation 
of transient and the FW-H method to study the mechanism and characteristics of car 
aerodynamic noise at the side window zone, it has great significance to predict and 
control car aerodynamic noise in car design stage.

2  Geometric model

A 3D geometric model based on a real car was established in this paper, the model 
contains the main features of a real car such as body, mirrors, complex wheel structure, 
A-pillar and body waist. A numerical model for automotive flow field to simulate wind 
tunnel experiments is also established in software platform. The geometric size of the 
car is 4500 mm in length (L), 2200 mm in width (w) and 1350 mm in height (h). The 
front computational domain (L1) is three times of car length. The rear (L2) is seven 
times of car length. The height (C) is five times of car height and each side width is two 
times of car width. It is shown in Figure 1 and Figure 2.
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Figure 1. Side view of computational domain
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Figure 2. Top view of the computational domain



 Study on the Fluctuating Pressure and Aerodynamic Noise   495

3  Mesh generation

Considering the complexity of car body surface and the fully expressed body shape 
features, this paper applies a hybrid grid scheme, which can take advantages of 
tetrahedral grid has good adaptability and hexahedral grid has high accuracy [5]. The 
method of mesh control to set the mesh size of the computational domain is about 
3mm-8mm. The grid surrounding car body wall is refined as marked in dotted line 
shown in Figure 2. The element length is controlled about 5mm. 

The domain near the wall of body, tires, review mirror and wheel cover is meshed 
with an inflation grid to improve the accuracy. The mesh settings are presented in 
Table 1. The total number of grid is about 12 million and the result of mesh generation 
is shown in Figure 3.

Table 1. Mesh settings

Mesh Size Inflation

Relevance 10 Curvature Normal Angle 18deg Definition Body Rim tire

Min Size 3mm Proximity Accuracy 0.5 First Layer Height 0.8 1 0.4

Max Size 40mm Num Cells Across Gap 3 Maximum layers 5 3 3

Max Face Size 60mm Proximity Min Size 6mm Growth Rate 1.15 1.05 1.15

Growth Rate 1.2 Minimum Edge Length 0.9mm Inflation Option First Layer Thickness

(a) The whole mesh for numerical simulation

  

(b) Inflation at wheel   (c) Inflation at body  (d) Inflation at review mirror

Figure 3. Mesh of computational domain
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4  Boundary conditions

In order to match the actual situation and ensure the accuracy of calculation result, 
the effect of wheel rotation on flow field must be considered [6]. So rotating wall is 
used to simulate rotating wheels and moving wall is applied to simulate the relative 
movement between vehicle and ground. To avoid solving the whole computational 
domain and reduce the computational cost, the amount of calculation is reduced by 
using a symmetric boundary condition. Wall function is applied with standard wall 
function. The parameter settings of boundary conditions can be found in Table 2.

In addition, six signal points are set to monitor the fluctuating pressure in the 
longitudinal of symmetry within the rearview mirror zone and another eight signal 
points are set to monitor the aerodynamic noise at the side windows zone. These 
monitoring points are shown in Figure 4.

Table 2. Settings of boundary conditions

Inlet Velocity Magnitude: V=28 m/s; Gauge Pressure: 0 Pa

Outlet Gauge Pressure: 0 Pa
Symmetry Symmetry Wall
Car Body Stationary Wall, Shear Condition: No Slip
Ground Moving Wall; Speed: U=28 m/s
Wheel Moving Wall, Speed: 100 rad/s
Acoustics Model Ffowcs-williams & Hawkings
Viscous Model Large Eddy Simulation(LES)
Solution Settings Time Step Size: 0.0001s Number of Time Steps: 1500
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Figure 4.  Monitoring points of fluctuating pressure and aerodynamic noise
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5  Simulation and analysis

The flow field at the side windows zone of the vehicle combined with the effect of 
A-pillar and rearview mirror are calculated by numerical simulation. The total 
equivalent pressure contour of the flow field at side window zone at t = 0.15s is shown 
in Figure  5. There is a large pressure gradient at the surface of A-pillar, rearview 
mirrors and side windows as well as the longitudinal center plane of the rearview 
mirror and several independent vacuum central regions appears in those areas. There 
is high pressure around the wake zone of the rearview mirror and low pressure zone 
in the center, which demonstrates that the pressure is very unstable and there is a 
strong complex vortex motion in the rearview mirror wake region, thus making the 
car aerodynamic drag and the pressure pulsation increased.

Figure 5. The total equivalent pressure contour at the side windows zone

The velocity vector within the longitudinal center plane of rearview mirror wake at 
different times is shown in Figure 6. When the front airflow reaches the windward 
surface of the rearview mirror, the speed of airflow is greatly reduced since the flow is 
blocked. The dynamic pressure becomes static pressure and forms a positive pressure 
zone in front of rearview mirror. This part of airflow generates flow separation at the 
surface of rearview mirror. The velocity of upper airflow is accelerated significantly, 
but due to the impact of the body surface, the lower airflow separation is weaker. 
The small airflow through the gap between A-pillar and rearview mirror to the side 
window and it falls off in the edge of the A-pillar.
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(a) t=0.005s 

 
 (b) t=0.03s

 
(c) t=0.06s 

 
(d) t=0.09s

 
(e) t=0.12s

(f) t=0.15s

Figure 6.  Velocity vector at different times
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In the early flow field, when the flowing time is 0.005s, the airflow is slightly 
twisted in the rearview mirror rear zone, but it is still mainly laminar flow. Due to the 
impact of air flow separation at the edge of rearview mirror, the rear airflow is outward 
flow gradually and causes the central pressure dropped in the wake zone. The core 
of the vortex is forming gradually when the flowing time is 0.03s. The vortex motion 
in wake region is completely developed when the flowing time is 0.06s, a clockwise 
drag vortex is formed in the upper region and the location of a counterclockwise 
drag vortex is lower. The swirling motion is gradually developed to downstream until 
crushing, dissipated and it is accompanied by energy dissipation. The drag vortex is 
disappearing when the flowing time is 0.09s and a larger negative pressure region 
appears. The surrounded airflow is sucked into the wake region because pressure 
difference and the swirling motion are developing again when the flowing time is 0.12s. 
It is given in Figure 6e and 6f. The swirling motion is a reciprocating process contains 
formation, development and shedding in rearview mirror wake vortex motion region. 
The Hussain and Zaman pointed out that the vortex motion and fragmentation is 
the main reason for the development of aerodynamic noise on subsonic jet terms. 
Thus mirror wake has significant unsteady transient characteristics and will induce 
fluctuating pressure at side window zone.

The total pressure curves of each monitoring points in the wake area of rearview 
mirror are shown in Figure 7. The values of monitoring point 1 and 2 remains negative. 
The pressure value of point1 is fluctuating within a certain range and the pressure value 
of point 2 is relatively stable which stays at about -500 Pa. The reason is that there are 
two symmetrical vortex cores located near the measuring point 1 and 2 and the strength 
and instability at the top vortex is greater than the downward vortex. Similarly, the 
fluctuating pressure strength of monitoring point 3 to 6 is significantly enhanced and 
presents a periodic fluctuation. It is also found that the pressure values at top pressure 
monitoring points are always greater than the below pressure monitoring points 
resulting in that visible swirling motion causes pressure fluctuation directly.
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Figure 7.  The total pressure curve of different monitoring points
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The Sound Pressure Level (SPL) is a key evaluative indicator of car aerodynamic noise 
performance. Therefore, there are eight aerodynamic noise monitoring points set in 
the vicinity of the front and rear side window corresponding to the positions of car 
occupants’ ears. By using FW-H method and fast Fourier transform, the spectrum SPL 
of each monitoring point is obtained as shown in Figure 7. It is shown from the results 
that car aerodynamic noise belongs to a wide spectrum of noise. In the low frequency 
band of 0 to 600 Hz, the magnitude of the sound pressure level is the maximum. The 
SPL peak reaches about 100dB and it presents a sharply declining. In the medium 
frequency band of 600 to 3000 Hz, the SPL values present a slow downward trend. In 
the high frequency band of 3000 to 5000 Hz, the SPL amplitude keeps stable.

In addition, located in the upper part of the mirror monitoring points I, III, V, VII, 
the amplitudes of sound pressure level are significantly greater than the lower part of 
the measuring point II, IV,VI VIII. The spectrum curve trends of the SPL monitoring 
point I and II as well as point III and IV are in consistence as shown in Figure 8a 
and 8b. It results in that the front of side windows near the rearview mirror is mainly 
impacted by the symmetrical drag vortex motion and it presents the same spectral 
characteristics. Because the upper vortex motion is intense, the SPL amplitude of 
upper location is bigger than the lower location. There is a difference for the SPL 
amplitude in the high frequency of the monitoring point V and VI as well as point VII 
and VIII. The SPL magnitudes of upper measuring point V and VII are higher than the 
lower measuring point 20dB, respectively. Moreover, the SPL amplitude of medium 
frequency range has smaller change than the monitoring point I and III. After the 
airflow separation occurs at the edge of A pillar and rearview mirror, the airflow is 
attached again in the lower region of rear side window and it causes that the SPL 
presents some weakening. But the upper airflow near the side windows is separated 
again at the edge of C pillar and the airflow motion is very unstable.
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Figure 8.  The SPL spectrum of monitoring points at side window zone
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6  Conclusion

The following conclusion can be drawn from the study by numerical simulation:
(1)  The investigation illustrates the mechanism of fluctuating pressure that there is a 

strong swirling motion in the wake of A-pillar and rearview mirror and the causes 
that the main dipole sound sources is at side windows zone. 

(2)  Aerodynamic noise belongs to a wide spectrum of noise. In low frequency band, 
it is with high amplitude and declined sharply. In high frequency band, it is with 
low amplitude and stabilized. From the height difference of monitoring points, it 
is shown that its impact on the amount of the high frequency aerodynamic noise 
is also very obvious. 

(3)  Reducing flow separation movement at rearview mirror edges and the drag 
eddy scale in wake zone is the key to control car aerodynamic noise source at 
side window. The shape design optimization of rearview mirror will be able to 
ameliorate aerodynamic noise effectively.
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Hongyan Yu*, Jianjiang Chen, Zhengwei Dong, Guitang Liu
Model and Simulation of Vehicle Based on Modelica 
Language
Abstract: Multi-field unified model based on Modelica language is the most important 
developing direction of multi-field model and co-simulation today. Firstly the aim 
of this paper is virtual flight simulation, and the universality of model need to be 
considered with the blocking methods. Then model of aerospace vehicle is divided, 
and the relationship between parameters of model is got, and model simulative bank 
of aerospace vehicle is based on Modelica language. At last, flight simulative model 
of aerospace vehicle is build on the model bank, however guidance and control of 
aerospace vehicle is carried out, which is used for availability of model bank.

Keywords:  Modelica; Simulation X; Model Simulation.

1  Introduction 

Co-simulation and unified model need to be solved for multi-field physical system, 
Modelica language is brought out, which is relate to the equation statement model, 
and is base on method of induction and summary for prior multi-language of model. 
Modelica language is adapt to the cumulative, repeatability and rebuild of acknowledge, 
and physical laws of different field subsystem are described with mathematics language 
of Modelica. According to topology relation of physical system, with model construct 
and integration of multi-field based on the mechanism of connected components of 
language ingrown, system simulation can be run through solving the differential-
algebraic equation. So model method of Modelica language being adopted in this 
paper, model and simulation of aerospace vehicles are researched, and model bank is 
construct, and flight simulation of aerospace vehicles is realized.

2  Flight simulation model

2.1  Layered structure of flight simulative model

In order to finish flight simulation, according to model method and blocking method 
of Modelica language, model parameters should be divided from main parameters 
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of system, and universality and materiality of model should be considered. Then 
model parameters are regarded as initial input data, which is no relation to imulation. 
Layered structure of flight simulative models can be divided and showed in Figure 1.

Figure 1. Layered structure of flight simulative model.

Model about environmental, force and moment, body of aerospace vehicles, motion, 
GNC, targets, and coordinate conversion should be built for finishing the flight 
simulation. The meaning of above words is explained as following:
a)  Model of environmental: different factors of model which influences aerospace 

vehicles;
b)  Model of force and moment: the total force and moment of aerospace vehicle;
c)  Model of body of aerospace vehicles: the moment of inertia, mass, reference area, 

reference length end mote of the boost phase, and end note of cruising phase;
d)  Model of motion: level motion and turning motion of aerospace vehicles;
e)  Model of GNC: real position of aerospace vehicles, the relation between vehicles 

and targets, commands which is used to guide vehicles to targets;
f)  Model of targets: position, velocity and attitude of aerospace vehicles;
g)  Model of coordinate: different coordinate of different models, questions for the 

coordinate conversion.

2.2  The relation between parameters of flight simulative model

In order to finish flight simulation, according to output relation of parameters of 
different models, divided submodels should be assembled under the condition of 
multi-field model and co-simulation, and flight simulative system is completed. The 
relation between different models is showed as following Figure 2. Within Figure 2, 
initial model is the entrance of simulation, after simulation running, three dash line 
related with initial condition should be canceled.
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Figure 2. The relation between different models

3  Model and simulation of vehicles

3.1  Building the simulative bank of aerospace vehicles

Based on layered structure of flight simulative models, model simulative bank can 
be built with modelica language. For example, aerodynamic moment can be divided 
into three components according to body coordinate of aerospace vehicles, that is roll 
moment A

xM , yaw moment A
yM , and pitch moment A

zM , and tis mathematical model is 
described as equation(1), Within equation (1), xm , ym , zm is respectively coefficient of 
roll moment, coefficient of yaw moment, and coefficient of pitch moment, (however, 
they should be got by interpolating slide angle, angle of attack, and Mach number) ; 
L is span of wing, Ab  is mean dynamic chord.

  (1)

From mathematical model, the process of modeling is showed as following Figure 3 
with Modelica language, and the definition of equations with Modelica language is 
noted as Figure 4. Form two figures, model can be built by initial equations, which 
possesses stronger readability and higher efficiency than other models.
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Figure 3. The process of model

Figure 4. Description of mathematical model

3.2  Building the simulative system of aerospace vehicles

The simulative system of aerospace vehicles include many subsystem, and the 
relationship between different subsystem need be hold together by data transferring. 
Subsystems catch their required data to simulate, and send out required data for 
other subsystems. According to management of layered structure of flight simulative 
model, simulative system of aerospace vehicles is showed as following Figure 5.
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Figure 5. Simulative system of aerospace vehicles

3.3  Simulative analysis

The whole trajectory of aerospace vehicles can be simulated with simulative system of 
aerospace vehicles. Initial conditions can be set as Figure 6, and results about angle 
of pitch, Ma, flight height, and deflections of effectors according to three directions 
are noted as Figure 7 to Figure 12, which is the same as curves got form traditional 
methods of model and simulation.

Figure 6. Set initial conditions of simulation



 Model and Simulation of Vehicle Based on Modelica Language   507

C. Simulative analysis 
The whole trajectory of aerospace vehicles can be 

simulated with simulative system of aerospace vehicles. 
Initial conditions can be set as Figure 6., and results about 
angle of pitch, Ma, flight height, and deflections of effectors 
according to three directions are noted as Figure 7.~12. , 
which is the same as curves got form traditional methods of 
model and simulation. 
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C. Simulative analysis 
The whole trajectory of aerospace vehicles can be 

simulated with simulative system of aerospace vehicles. 
Initial conditions can be set as Figure 6., and results about 
angle of pitch, Ma, flight height, and deflections of effectors 
according to three directions are noted as Figure 7.~12. , 
which is the same as curves got form traditional methods of 
model and simulation. 
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Figure 10. Deflection curve of elevator
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4  Conclusion

Base on mathematical model of aerospace vehicles, flight simulative bank is built 
with Modelica language, and simulative system of aerospace vehicles is built, the 
simulation of the whole trajectory of aerospace vehicles is realized.
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Le HE*, Xiaoming LI, Xianyong MU, Ying LIU, Kunjie WANG
Research on Asynchronous Starting Characteristics 
of Synchronous Motors Based on TSC Reactive Power 
Compensator
Abstract: The asynchronous starting current of synchronous motor is very large, 
which will cause a sharp decline of power grid voltage. Therefore, TSC reactive 
power compensator was used to provide the reactive components of the starting 
current to maintain grid voltage stability. TSC reactive power compensator provides 
is in accordance with 8:4:2:1 unequal capacity grouping mode and the reactive power 
control mode, using thermistor switches to put in or cut out respective capacitors in 
real time based on reactive power of the synchronous motor needed to asynchronous 
starting. The asynchronous starting process were simulated with using MATLAB/
Simulink. The feasibility of reducing system voltage drop with using reactive power 
compensation in asynchronous starting process was verified by the simulation. On 
the other hand, Simulation results showed that reactive power compensation can 
effectively improve the starting speed and reduce starting time. To ensure the quality 
of the grid voltage, the asynchronous starting with using reactive power compensation 
should be used for synchronous motor, compared with the direct asynchronous 
starting mode.

Keywords: synchronous motor; asynchronous starting; voltage drop; TSC reactive 
power compensator

1  Introduction

Synchronous motors have the advantages of high overload capacity and operational 
stability, its rotor speed completely depends on the power frequency, does not change 
with the load in steady state operation. It has become the main power of industrial 
and mining enterprises. The disadvantage is that the synchronous motor cannot 
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directly start by its own. Therefore, it’s important to research on the start-up mode of 
synchronous motors.

When using auto transformer to reduce voltage to start large synchronous motors 
[1], although the starting current is reduced [2], but starting torque decreases with the 
square of the voltage [3], leading to start time increased more. Literature [4] studied 
soft start technology principle and control system of frequency conversion starting. 
However, due to the long starting time, the technical defects of harmonic interference 
and the high cost of soft start equipment, the use of frequency conversion starting 
still subject to certain restrictions. Literature [5] considered the line impedance, the 
mathematical model of asynchronous full-voltage starting were established, but the 
measures to stabilize the voltage of the network were not presented.

In order to solve the starting problem of synchronous motor, this paper proposes 
an asynchronous start mode based on TSC reactive power compensator. In this start 
mode, according to the monitored reactive power required to start the motor, the 
TSC reactive power compensator send a switching signal, then the corresponding 
capacitors are connected to the grid to provide reactive power and compensate 
starting current, so as to maintain grid voltage stability. Finally, the feasibility of this 
start mode was verified by the simulation example.

2  Asynchronous starting based on reactive power compensation

2.1  Asynchronous starting principle based on reactive power compensation

Asynchronous starting principle of synchronous motor based on reactive power 
compensation is shown in Figure 1.

MM

10 R

TSC 
Reactive 
Power 

Compensator

K3

K2

K1

Figure 1. Asynchronous starting principle of synchronous motor based on reactive power 
compensator
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Before starting the motor, all switches are open. To start the motor, firstly, the 
bidirectional switch K1 of the rotor winding access the additional resistance, whose 
value is 10 times of the value of the field winding resistance. Then switch K2 is 
closed, that is synchronous motor stator via the transformer is put into power grid. 
Synchronous motors rely on asynchronous starting torque to accelerate rotation of 
the rotor until its speed is close to synchronous speed. When the rotor speed reaches 
90% of synchronous speed, throw the bidirectional switch K1 to the excitation power, 
then the rotor will be pulled in synchronization relying on the synchronizing torque. 
Be noted that the switch K3 should be closed ahead of the switch K2. Put some 
capacitors in advance to ensure that the system voltage does not exceed 5% of rated 
voltage. By doing that, avoid pulling voltage down and resulting in low reactive power 
compensation value in initial period of starting. Then the dynamic reactive power 
compensation device by analyzing the detected reactive power put in the appropriate 
number of capacitor groups to compensate the inductive current whose value is 
several times of the rated current during the motor startup process. 

Thus synchronous motors use the start mode without obtaining excessive reactive 
power from the system, this can improve the power grid voltage, reduce line losses, 
improve the transmission capacity of the power system, and improve utilization of 
other devices in power system.

2.2  Effect of reactive power compensation on voltage drop

When the circuit is calculated, generally use per unit form, take each bus rated 
voltage as the reference voltage. The equivalent reactance of the infinite system is 

S B CX S S= , CS  is short-circuit capacity at the exit of the infinite grid system; BS  is 
reference capacity.

The equivalent impedance of the motor access system is net S T LZ X X Z= + + , TX  
is the equivalent reactance of transformer; LZ  is equivalent impedance of transmission 
lines. netZ  is a complex number, which can be decomposed into real and imaginary 
parts. netR , the real part, is the equivalent resistance of the motor access system, 
generally is small; netX , the imaginary part, is the equivalent reactance of the motor 
access system. The voltage drop from the outlet side of the motor to the grid side is 
shown in (1).

1 2 netU U U I Z∆ = − = ⋅     (1)

When the synchronous motor is directly started, if the reactive power 
compensation device is not set up, that is the switch K2 in Figure 1 is not closed, the 
voltage drop of the motor outlet to the power network side is shown in (2).

start net start net start netU I Z I R I jX∆ = ⋅ = ⋅ + ⋅     (2)
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startI  in (2) is the starting current, its value is usually several times the rated 
current, can be divided into resistive components and inductive components, that is

start R XI I I= +   .
When synchronous motors is started asynchronously based on reactive 

power compensation, the dynamic reactive power compensation device put in the 
appropriate number of capacitor groups to compensate reactive power generated 
by synchronous motor. Thus capacitive current generated by capacitor groups and 
inductive components of starting current of synchronous motor offset each other, that 
is C XI I= −  . At this time the current at the motor outlet is start C RI I I I′ = + =    . Therefore, 
the current at the motor outlet is purely resistive component, the voltage drop of the 
motor outlet to the power network side is shown in (3).

1 2 R net R netU U U I R I jX′ ′∆ = − = ⋅ + ⋅      (3)

The relationship between the above voltage and current is shown in Figure 2.

Figure 2. Phasor diagram of Voltage and current before and after reactive power compensation

Figure 2 shows that, the gap of voltage drop before and after reactive power 
compensation is obvious. With the line impedance increasing, especially in long 
distance power supply of large synchronous motors, voltage drop caused by the direct 
asynchronously starting also increased, causing severe voltage fluctuations of other 
electrical equipment in the power line. besides with the grid voltage reducing, motor 
starting process will be extended [5]. Therefore, it is necessary to set reactive power 
compensation according to the network parameters during starting asynchronously 
in order to stable grid voltage and reduce power loss.
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3  Grouping and switching control of TSC reactive power 
compensator

Thyristor switched capacitor (TSC) cannot continuously adjust reactive power, but TSC 
does not produce harmonics, and generate a smaller loss and noise [6,7], therefore 
TSC has been more widely used in the power system. TSC has the function of phase 
separation. Each phase chooses different input time, to ensure that each phase does 
not generate impulse current, reducing interference on the power grid, increasing 
the life of the compensating device [8]. In addition, TSC device uses star wiring, the 
phases were separately sampled. TSC reactive power compensator compensates by 
putting different capacitors separately based on each phase reactive power, without 
causing overcompensation and making three-phase voltage is more stable.

TSC is a kind of reactive power compensation device which can export 
intermittent adjustable reactive power. If the number of the capacitor is sufficiently 
refined, the continuous adjustment can be achieved basically. There are isochoric 
capacity grouping and unequal capacity grouping. In this paper, according to the 
capacity ranging grouping and the principle of 8:4:2:1, setting four capacitors, 16 
kinds of different combinations can be achieved. The four capacitors are connected 
in parallel, the capacity of which respectively were 

0
8 CQ ,

0
4 CQ ,

0
2 CQ ,

0CQ , the total 
capacity of compensation is

0
15 CQ , 

0CQ is the single stage compensation capacity, 
whose theoretical value is about one-fifteenth of the maximum reactive power 
demand during asynchronous start of synchronous motor. The actual setting can 
be further adjusted to avoid excessive compensation. Each capacitor in series with 
bidirectional thyristor is connected to the grid, where the thyristor acts as a switch.

Its single phase compensation principle is shown in Figure 3. In Figure 3,
GCQ  is 

setting to avoid switching frequently the thyristors in the steady running state with 
small disturbance, whose value is the reactive power demand of the motor in the 
steady running state.
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In Figure 3, the waveform is the assumption of the single phase reactive power demand 
of the synchronous motor asynchronously starting in the absence of reactive power 
compensator. The single stage compensation capacity 

0CQ  is determined by (4). The 
level of reactive power demand intQ  is determined by (5), the function INT  can make 
a numeric rounded down to the nearest integer. Four signals K8, K4, K2, K1 correspond 
to the switching signal of four sets of capacitors in Figure 3, using 1 and 0 to indicate 
input and removal of the corresponding capacitor, K8, K4, K2, K1 are determined by (6).

0 max 15CQ Q=  (4)

}{ 0int CQ INT Q Q=  (5)

{ }
( ){ }
( ){ }

{ }

8 int

4 int 8

2 int 8 4

1 int 8 4 2

8

8 4

8 4 2

8 4 2

K INT Q

K INT Q K

K INT Q K K

K INT Q K K K

=


= − ∗


= − ∗ − ∗
 = − ∗ − ∗ − ∗

 (6)

When the thyristor receives switching signals, in order to make the impact of current is 
zero, the control strategy of thyristor is triggered by zero voltage moment. The trigger 
pulse corresponding to the reactive power demand are obtained by Switching signal 
and zero-voltage pulse signal through the logic AND gate. The trigger pulse control 
putting corresponding capacitors into system to compensate reactive power. When 

( 8, 4, 2,1)nK n =  is 0, the trigger pulse of the reactive power demand is always 0, so the 
corresponding capacitors are removed from the system. When ( 8, 4, 2,1)nK n =  is 1, 
the zero-voltage pulses work, the corresponding capacitors are access to the system.

4  The analysis of simulation

In the MATLAB/Simulink environment, the power frequency 50Hz system is 
established. The simulation parameters are shown in Table 1. Infinite system power 
grid through the 3km long line supply power to the 100kW load and synchronous 
motor. In order to improve the load terminal voltage, TSC reactive power compensator 
is added between the load and the synchronous motor.

Table 1. Simulation Parameters Table

item value item value

Grid voltage 440 V Load power 100 kW
Internal resistance 0.058 Ω Line resistance 0.01273 Ω/km

Internal inductance 1.85e-3 H Line inductance 9.337e-5 H/km

stator resistance 0.266 Ω Line capacitance 1.274e-8 F/km

Stator reactance 1.883 e-3 H
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Without TSC reactive power compensator, motor at the time of 4.2s or so ended the 
asynchronous starting process, at the time of 5s, motor was gradually pulled into 
synchronization. With TSC reactive power compensator, motor at the time of 3.3s or 
so ended the asynchronous starting process, at the time of 4.2s,motor was gradually 
pulled into synchronization. So the start speed can be improved significantly by TSC 
compensation. In the course of starting process and steady state process, the voltage 
effective value and voltage offset of the motor outlet are shown in Table 2. As shown 
in Table 2, without reactive power compensator, the voltage offset during the startup 
process is too large to meet the requirement of power system. However, with reactive 
power compensator, the voltage offsets during the startup process and steady state 
process are in line with the requirements. Therefore, reactive power compensation 
can improve and stabilize the voltage of the motor outlet. Through the analysis, we 
can draw: when synchronous motor is started asynchronously, TSC reactive power 
compensator can improve and stabilize terminal voltage, and can increase the startup 
speed.

Table 2. Simulation Results Table

item Without reactive power compensator With reactive power compensator

Starting process Steady state process Starting process Steady state process

RMS voltage (V) 370 430 420 433

Voltage excursion 15.9% 2.27% 4.55% 1.59%

5  Conclusion

This paper puts forward a kind of asynchronous starting mode of synchronous 
motors based on TSC reactive power compensator. Simulation results show that 
the asynchronous starting of synchronous motor when using TSC reactive power 
compensator with the advantages in two aspects: compensating the start current can 
effectively improve and stabilize the system voltage; due to the stability of the voltage 
of the motor outlet, the startup speed of the synchronous motor can be significantly 
improved.
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Motorcycle Engine Controller Design and Matlab/
Simulink Simulation
Abstract: In order to meet the requirements of environmental protection, energy-
saving when people using motorcycle, the main propose of this article is to design 
a motorcycle engine controller based on the comprehensive control method of fuzzy 
control and PID control to control output speed and current air-fuel ratio(AFR) 
of motorcycle engine precisely under transient conditions. Then establishing the 
mathematical model of the motorcycle engine assembly based on Matlab/Simulink 
according to building fuel evaporation and dynamic oil film sub model, intake 
dynamic characteristic sub model, power output sub model and idle speed throttle 
control sub model. Finally combined with the control method of this paper, the 
simulation analysis is carried out to verify the feasibility of the scheme.

Keywords: Air-fuel ratio; control; Matlab/ Simulink; Motorcycle engine modeling; 
PID control.

1  Introduction

In recent years, environmental pollution and energy crisis is still generally concerned 
of all sectors of the community. Therefore, the future development trends of 
motorcycles also focus on low pollution emissions, energy-saving and more advanced 
technology. Accurate air-fuel ratio control is the key control technology for modem 
motorcycle engine and air-fuel ratio control technique based on model which is 
researched hotspot at home and abroad currently [1,2]. Air-fuel ratio has a very direct 
influence on the dynamic performance, fuel economy performance and emission 
performance of the engine, especially for the emission of tail gas [3].

This paper is organized as follows. Firstly, establishing four mathematical sub 
models of the motorcycle engine, then according to the correlation between them, the 
model assembly of the engine is obtained. Secondly, proposing an air-fuel ratio control 
strategy based on the comprehensive control method of fuzzy control and PID control 
under transient conditions. Concrete, Fuzzy control is adopted when there is big 
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difference between the measurement result and the target quantity; on the contrary, 
classical PID control is priority. Making the fluctuation of the air fuel ratio is within 
the scope of design by using a precise control of the throttle opening and the input 
volume of cylinder fuel. Consequently, ensuring the engine speed and reducing the 
pollutant emission. Finally, it is combined with the control method of fuzzy control - 
PID control. The simulation analysis of motorcycle engine which obtains air-fuel ratio 
changes in the three cases include non-controller, PID controller and fuzzy control 
and PID control is carried out. And verifying the feasibility of the scheme through 
compare and analyses the simulation result of the three cases mentioned above. 

2  The establishment of engine model

It’s important to establish the mathematical model of the motorcycle engine, so as to 
simulate and control the input and the output quantity changes, such as air intake and 
air output, fuel injection mass and power output speed, etc. Laying the foundations 
for air/fuel ratio of motorcycle engine. Firstly, establishing four mathematical sub 
models of the motorcycle engine, including fuel evaporation and dynamic oil film 
sub model, intake dynamic characteristic sub model, dynamic output sub model and 
idle throttle control sub model. Then the four models are connected by the parameter 
association between them to generate the model assembly of the engine. 

2.1  Fuel evaporation and dynamic oil film sub model

The fuel sprayed from the injector enters the cylinder in two ways: one part is to 
adhere to the inlet or the inlet valve wall, so a portion of the oil film is formed. This 
layer of oil film continues to evaporate and enters the cylinder with the air. While the 
other part of the fuel is directly gasified into fuel vapor to enters the cylinder. The 
differential equation of the sub model can be expressed as:
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Where x is the distribution coefficient of fuel, τ is the time constant of oil film, fvm  
is fuel mass flow sprayed from the injector, fm  is the fuel mass flow in the cylinder, 

fim is the evaporation capacity of deposited oil film and ffm is the mass change rate 
of oil film. 

There is a dynamic balance in the formation and evaporation of oil film: if the 
fuel injection quantity, the engine speed or the cylinder temperature changes, it will 
interfere with the balance of fuel oil film to affect the quality of the fuel in the cylinder. 
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And when the engine is under acceleration and deceleration transient condition, the 
balance of oil film will be broken. The volume of fuel injected into the cylinder and the 
volume of oil emitted by the fuel injectors are no longer equal. So air-fuel ratio (AFR) 
of motorcycle engine will be impacted by the dynamic characteristics of oil film.

Although the fuel evaporation and dynamic oil film sub model is presented in the 
form of linearity on the surface, the fuel evaporation and dynamic oil film sub model 
is a nonlinear dynamic model actually because of the two nonlinear parameters and 
X it contains. Hendricks Elbert, a professor at the Technical University of Denmark 
proposed that in the case of fully preheating of the engine, the two parameter model 
τ and X can be expressed as [4-6]:

τ(pi,n) = 1.35 (0.672n + 1.68)(pi– 0.825)2 + (0.06n + 0.15) +0.56 (4)

X = -0.277pi – 0.055n + 0.68 (5)

Where is absolute pressure of intake manifold and is the speed of engine.
According to the equations mentioned above, fuel evaporation and dynamic oil 

film sub model showed in Figure 1 can be established based on MATLAB/Simulink.

Figure 1. Fuel evaporation and dynamic oil film sub model

2.2  Intake dynamic characteristic sub model

The intake dynamic characteristic sub model is derived from the mass conservation 
equation. The following equations can be obtained according to the structure of the 
engine:
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Where am is the air quality change rate of air intake pipe, apm is air mass flow at the 
intake valve and atm is air mass flow at the throttle.

The air mass flow at the intake valve can be written as:
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Where man
volç is referred to as volumetric efficiency based on manifold conditions 

respectively. It mainly depend on engine speed n ,intake pressure manP and intake 
temperature manT . dV is the displacement volume of the engine and R is the specific 
gas constant. And according to the ideal gas state equation, the air quality change 
rate of air intake pipe can be derived as:
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The air mass flow at the throttle can be calculated in accordance with the 
compressible flow of the nozzle:
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Where 0atm is the minimum air flow at throttle, D is throttle plate diameter and atm
is air mass flow at the throttle, ambT is the atmospheric temperature, K is the specific 
heat of air, R is the specific gas constant,

１C  is the gas flow coefficient of throttle,
ambP  is the barometric pressure,α is the opening of throttle and where

amb

man
r P

P
P =   (13) 

According to the equations mentioned above, fuel evaporation and dynamic oil film 
sub model showed in Figure 2 can be established based on MATLAB/Simulink.
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Figure 2. Intake dynamic characteristic sub model

2.3  Power output sub model

The main parameters associated with the engine power output sub model are the fuel 
mass flow in the cylinder of fuel evaporation, dynamic oil film sub model and air 
mass flow in the cylinder of intake dynamic characteristic sub model and there are 
some other parameters of the engine such as: ignition timing, engine speed and so 
on, in order to calculate the change rate of the output power and speed of the engine.

When air and fuel vapor enter the cylinder, they will be ignited by a spark 
plug, then burn severely and release energy driving the piston motion to rotate 
the crankshaft to produce the torque. Basing on the law of conservation of energy, 
external output torque of the engine is equal to the value that the running torque of 
crankshaft minus the friction resistance moment, pumping resistance moment and 
load torque, it’s equation is given as follows [7-11]:
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Where ia is the parameters of engine state. ),,()()()( maniimanipm PnPn θηληηη θλ ，，， are 
the combustion efficiency coefficients related to the usage status of the engine. fP is 
friction power and hP is output power. uH is the calorific value of fuel.θ  is the ignition 
timing. dτ is total time delay. pP is pumping power. I is the moment of inertia of engine 
moving parts. iη is the heat efficiency obtained of the engine and λ is excess air ratio.

According to the equations mentioned above, fuel evaporation and dynamic oil 
film sub model showed in Figure 3 can be established based on MATLAB/Simulink.

Figure 3. Power output sub model

2.4  D. Idle speed throttle control sub model

The size of the throttle opening is realized by controlling the rotation angle of 
permanent magnet brushless DC wheel motor and the error value of the target and 
the current opening can be obtained by using the encoder-error detector. At the same 
time, an error signal is produced and be converted to a load power 

by using an encoder gain and a power amplifier to control the rotation angle of 
permanent magnet brushless DC wheel motor. The equation is as follows:

)()()( ttt oie θθθ −=  (17)
)()( tKte esθ=  (18)
)()( teKte Aa =  (19)
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According to the equations mentioned above, fuel evaporation and dynamic oil film 
sub model showed in Figure 4 can be established based on MATLAB/Simulink.

Figure 4. Idle speed throttle control sub model

2.5  The model of the motorcycle engine assembly

The most important characteristic of this mean value engine model is that the fuel 
evaporation and dynamic oil film sub model and the inlet dynamic characteristic sub 
model are studied separately and their effects can be analyzed accurately. Meanwhile, 
the effects of dynamic characteristics are showed in the power output sub model.

The model of the motorcycle engine assembly is illustrated in Figure 5, it is 
established by connecting the four sub models according to the correlation of their 
parameters.

3   The design of air-fuel ratio controller for motorcycle engine

In this article, a motorcycle engine controller based on the comprehensive control 
method of fuzzy control and PID control is designed. When air enters the cylinder, 
the fuel injection has a time delay and there are a process of the formation and 
evaporation of oil film to make the value of air-fuel ratio larger during the prophase. 
If using PID control at this time, it may cause an phenomena of integral saturat and it 
can even cause system instability. While fuzzy control can be a better solution to the 
problem that air-fuel ratio may be too large during the prophase. Using the classic PID 
control during the anaphase to control air -fuel ratio more precisely, stably.



 Motorcycle Engine Controller Design and Matlab/Simulink Simulation   525

Figure 5. The model of the motorcycle engine assembly

3.1  Fuzzy control for air fuel ratio

3.1.1  Overview
Up to now, there is no clear definition of fuzzy control. It is universally acknowledged 
that fuzzy control is a kind of computer digital control technique, which is based 
on fuzzy set theory, fuzzy language variable and fuzzy logic reasoning. Compared 
with the traditional control method, the fuzzy control has the following prominent 
features:
1. It has strong robustness, when the parameters of the controlled objects are 

changed, it can still control the object smoothly.
2. It is applicable for all kinds of nonlinear, time-varying and delay system.
3. The control effect to the system is well without strict requirement of equipment, 

moreover it pay well in economy.

When we design the fuzzy controller, we don’t have to set up the exact mathematical 
model of the controlled object. This feature makes fuzzy control very special compared 
to the general control.

3.1.1.1  Basic principle of fuzzy control
The basic structure of the fuzzy control system is shown in Figure 6.
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Figure 6. Block diagram of fuzzy control

3.1.1.2  Design of fuzzy controller
Fuzzy sets and domain must be defined according to the basic principle of fuzzy 
control [1]. In this paper, E and EC are respectively error and error rate. U is regarded 
as the control variable. For the output variables seven fuzzy subsets have been 
used (PB,PM,PS,ZE,NS,NM,NB), in order to smooth the control action. And set 
corresponding to the domain between [-6,6]. Choosing trigonometric function which 
is the most common and of a high resolution as a membership function of input 
variables. For control variable, simple Gauss function is used. The specific parameters 
of membership functions are shown in Figure 7 and 8. Besides, basing on the principle 
of Fuzzy-PID parameter setting, the fuzzy control rule table is established in Table 1.

By doing the work mentioned above, the establishment of the fuzzy inference 
system is completed. Finally, based on Matlab/simulink, establishing the fuzzy 
control system for air-fuel ratio of motorcycle engine shown in Figure 9 is established. 
Because the domain is [-6,6] and the actual amount is between [-0.5,0.5], so it is easily 
to determine the magnification KE, KEC=2, KU=0.2(KE=12, KEC=2,KU=0.2).

Table 1.  Rule table for Fuzzy control

 U
         EC
E

NB NM NS ZO PS PM PB

NB PB PB PB PB PM ZO ZO

NM PB PB PB PB PM ZO ZO

NS PM PM PM PM ZO NS NS
ZO PM PM PS ZO NS NM NM
PS PS PS ZO NM NS NM NM
PM ZO ZO NM NB NB NB NB
PB ZO ZO NM NB NB NB NB

NB: Negative Big ; NM: Negative Medium; NS: Negative small; ZE: Zero; PB: Positive Big ; PM: 
Positive Medium ; PS: Positive Small
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Figure 7. Membership functions of E and EC 

Figure 8. Membership functions of control variables

Figure 9. Fuzzy control system for air-fuel ratio of motorcycle engine
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3.2  Classic PID control for air fuel ratio 

3.2.1  A method of PID control design
The basic principle of PID control is relatively simple, it is mainly consists of three 
elements, including proportional element P, integral element I and differential 
element D. The controlling rule can be described as sK

s
KKsG D

I
P ++=)( . The method 

of PID control design is usually divided into the following steps:

3.2.1.1  Determine the proportional gain
In order to avoid the influence on the KP parameters due to integral terms and 
differential terms, it’s better to remove the integral terms and differential terms in 
PID controller first to make the controller become a pure proportional control system. 
Then set the input value to 60% of the maximum value which is allowed of the system 
and increase the proportion gain gradually until there is an obvious oscillation of the 
system. And then reduce the proportional gain gradually until the system oscillation 
completely disappeared. Record the proportion of gain at this time, while setting the 
proportion gain of PID to 60% of the current value.

3.2.1.2  Determine the integral time constant 
After determining the proportion gain, it’s better to give a initial value of first, then 
to reduce this value gradually until there is an obvious oscillation of the system. And 
then reduce the proportional gain gradually until the system oscillation completely 
disappeared. Record the integral time constant at this time, while setting the integral 
time constant of PID to 150% of the current value.

3.2.1.3  Determine the integral time constant 
The method to Determine the integral time constant is the same as the method of 
determining Ti, and set the integral time constant to 30% of the current value, which 
is recorded when there is no oscillation in system.

Finally, fine tune the data based on the simulation curve.

3.2.2  The establishment of PID controller
PID controller is shown in Figure 10. In this paper, step signal is selected as input 
signal to ensure that the state of the entire system is stable, and set the time of initial 
value is within a high range.
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Figure 10. PID controller

3.3   A design of fuzzy -PID controller

The value of air-fuel ratio is large during the prophase, while in anaphase it becomes 
smaller. So as mentioned above it’s reasonable to use the method combining fuzzy 
control and PID control, as shown in Figure 11. In this paper, a difference comparison 
between the target air-fuel ratio and the actual air-fuel ratio is carried out. And a 
threshold is set to make a judgement to choose fuzzy control or PID control.

Figure 11. Fuzzy-PID controller
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4  The results and analysis of simulation

Figure 12 shows a change curve of the air fuel-ratio without control, we can see the 
fluctuant of the curve ranges between 14-17.5, so it’s far beyond the scope of what we 
want to control and it has a long transition time.

Figure 12. Change curve of the air fuel-ratio without control

Figure 13 shows a change curve of the air-fuel ratio under the control of PID controller. 
As shown in Figure 13, the fluctuant of the curve ranges between 14.8888-14.6605, 
besides, the maximum overshoot and the final steady-state value were 0.2188 and 
14.673 respectively. There a difference of 0.03 between the target air-fuel ratio 14.67 
and the current air-fuel ratio in case of the control of a PID controller. This means the 
steady state error is relatively small under this condition.

Figure 13. Change curve of the air fuel-ratio under the control of PID controller
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Figure 14 shows the change curve of the air-fuel ratio with the control of Fuzzy-
PID controller, and he maximum overshoot and the final steady-state value were 
14.677 and 14.669 respectively. It can be seen that this kind of control method has the 
best control effect of air-fuel ratio.

Figure 14. Change curve of the air fuel-ratio with the control of Fuzzy-PID controller

5  Conclusion

Air-fuel ratio has a very direct influence on the dynamic performance, fuel economy 
performance and emission performance of the engine, especially for the emission of 
tail gas. This paper propose an control strategy of air-fuel ratio for motorcycle engine 
based on the comprehensive method of fuzzy control and PID control.

In this paper, we establish four mathematical sub models and the model assembly 
of the motorcycle engine. Using Fuzzy-PID comprehensive controller under transient 
conditions and making the fluctuation of the air fuel ratio is within the scope of design 
by using a precise control of the throttle opening and the input volume of cylinder fuel. 
The simulation analysis of motorcycle engine which obtains air-fuel ratio changes 
in the three cases include non-controller, PID controller and fuzzy control and PID 
control is carried out. And verifying the feasibility of the scheme through compare 
and analyze the simulation result of the three cases mentioned above. 
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Wenyu HU*, Zhao WANG, Xiaosong YANG, Jian J. ZHANG
An Efficient Bilinear Factorization based Method For 
Motion Capture Data Refinement
Abstract: As a preprocessing step, motion capture (mocap) data refinement is to 
predict missing data and remove noises and outliers. In recent years, low-rank matrix 
completion has been successfully applied to mocap dara refinement by considering 
the low-rank property of motion data, wherein a representative approach is called 
TSMC proposed by Feng et al. However, this approach heavily depends on singular 
value decomposition (SVD) and requires to calculate the inversion of a smoothing 
related matrix at each iteration whose size is equal to the frame number of motion 
sequence. Thus, it is very slow for long motion sequences. In this paper, we aim 
to present an efficient method, in which the matrix bilinear factorization and the 
variational definition of matrix nuclear norm are employed to avoid SVD. Besides, 
after analyzing the eigendecomposition of the smoothing related matrix, we convert 
matrix inversion into discrete cosine transform (DCT) and inverse DCT. The augmented 
Lagrange multiplier algorithm is adopted to solve the refinement optimization model. 
Experimental results show the proposed approach is much more accurate and 
efficient than TSMC.

Keywords: Motion capture data; Matrix factorization; Low rank matrix completion; 
Augmented Lagrange function 

1  Introduction 

Optical motion capture (mocap) is a prevalent technology used to record the 3d 
position and orientation information of a moving subject from multiple cameras. Such 
information has various applications. For example, in the entertainment industry, 
virtual characters can be animated by using the motion data captured from actors; 
In sports, athletes can boost their training performance by analyzing the mocap data 
from their motion [1,2]. However, even with the most expensive commercial mocap 
systems, e.g. Vicon and Motion Analysis, there still exist instances where noises 
and missing data are inevitable. To make sure high-quality performance in each 
application, the corrupted mocap data should be refined. Therefore, it becomes an 
important research branch of motion processing to handle the following two sub-
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University, Ganzhou, China, E-mail: wenyu.huu@gmail.com
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problems: to predict the missing values and to remove both the noises and outliers. 
These two sub-problems are collectively referred to as mocap data refinement [3].

Mocap data refinement is a challenging problem because human motion consists 
of highly coordinated movements. During processing, well exploiting the structural 
relationship among different human joints and the spatio-temporal patterns 
embedded in human motion would bring better refining results [3-9]. Due to the high 
articulation and correlation of human motion, when representing a human motion 
sequence as a matrix, it will be an approximately low-rank matrix. The low-rank 
property thus was used as a prior, and then the mocap data refinement problem was 
correspondingly formulated as the low-rank matrix completion in [7]. Based on that 
work, Feng et al. [3] proposed a noise robust and temporal stable matrix completion 
(TSMC) model which takes the temporal stability and low-rank structure properties of 
motion data into account, and consequently performs better than the method [7] and 
three other commonly used methods, i.e. linear interpolation, spline interpolation 
and Dynammo [5]. While the work [3] is effective, it is slow, especially for long motion 
sequences, because its implementation is based on singular value thresholding (SVT) 
[8] which requires the computation of a full or partial SVD at each iteration that 
becomes increasingly costly as matrix dimensions grow.

This paper addresses the computational efficiency of the TMSC algorithm. 
Inspired by the bilinear factorization [9], we use the variational definition of nuclear 
norm that is defined as the average of two squared Frobenius norms, instead of the 
sum of singular values. Besides, as the dimension of the smoothing related matrix is 
equal to the frame number of mocap data that is very large for long motion sequences, 
it’s too expensive to directly calculate its inverse matrix at each iteration. We so take 
into consideration the transposition problem of TSMC and then simplify the inverse 
calculation of the smooth matrix into the discrete cosine transform (DCT) and inverse 
DCT (IDCT). Compared to TSMC, the proposed approach is able to not only produce 
comparable and even better refining results, but also perform much faster (about 7 
times faster than TSMC for a motion sequence consisting of about 5000 frames).

The remainder of this paper is organized as follows. Section II briefly reviews the 
TSMC algorithm. Section III introduces the proposed approach in details. Section IV 
gives various experimental results. Finally, we conclude this paper in Section V.

2  The TSMC algorithm

In this paper, we denote a motion sequence consisting of n frames as a matrix 
[ ] 3

1 2, , , J n
nX x x x ×= ∈ � , where J is the number of all joints in a human 

skeleton, and 3J
ix ∈� represents a frame. Mocap data are captured as a sequence of 

frames, but some frames contain missing data and some contains noises and outliers. 
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Before introducing our approach, we briefly describe the TSMC algorithm in [3]. 
Assume that the noise is sparse in the observed part, the TSMC refines the corrupted 
mocap data via the following model:

2

0Y,E
min   rank(Y)+ ,   

2
  . .   ,

F
E YO

s t X Y E

βα Ω +

= +



  (1)

where { }30,1 J n×Ω∈ is a mask matrix, namely 1ijΩ =  for the observable entry 
and 0ijΩ = for the missing entry. X denotes the corrupted motion data, Y denotes 
the clean motion data, and E denotes the sparse noises and outliers. A B is the 
entry-wise product called Hadamard product. n nO ×∈� is a tridiagonal, symmetrical 
square matrix which is to ensure 2C  continuity on every marker’s trajectory: 

1 1
1 2 1

1 2 1
1 1

O

− 
 − 
 =
 − 
 − 

  

.  (2)

Unfortunately, Eq. (1) is NP-hard due to the discontinuous and nonconvex nature of 
the rank function and 0l norm. Therefore, a widely used strategy is to replace the rank 
function and 0l norm with the nuclear norm (the sum of all the singular values of a 
matrix) and 1l norm (the sum of the absolute values of all the entries), respectively 
[12]. More specifically, it yields the following optimization model:

2

* 1Y,E
min   + ,   

2
  . .   .

F
Y E YO

s t X Y E

βα Ω +

= +



  (3)

Then, the augmented Lagrange multipliers (ALM) method [13] was employed to solve 
(3), which is partitioned into several sub-problems and solves them alternatively. 
These sub-problems are based on the thresholdings:

( )

2

*

2

1

1( ) V arg min ,
2

1arg min ,
2

T
F

A

F
A

US A A W

S W A A W

τ

τ

τ

τ

 ∑ = + −

 = + −
   (4)

where TU V∑ is the singular value decomposition (SVD) of W and 
( ) ( ) ( )sgn max ,0S w x wτ τ= − is the soft shrinkage operator. In summary, the 

TSMC method is described in Algorithm 1 (for details see [3]).
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Algorithm 1 The TSMC method [3]

Input: , ,X OΩ , parameters max, , ,α β γ λ ;
Output: Y and E ;
1: Initialize: 

(0) (0)
1 2 2

0, / max( , )i Y Y X X X
∞

= = =
;( ) ( ) ( )0 0 0 0Y E M= = = ; 1 20, 0λ λ> > ;

2: While not converged do

3: 

( )( ) ( )(i) (i) (i) (i)
1 2 1 2

(i) (i)
1 2

i i

Y

Y Y X E M
Z

λ λ

λ λ

+ + − +
←

+
;

4: Compute the SVD of YZ , i.e. : T
YZ U V= ∑ ;

5: ( )
( ) ( )(i) (i)

1 2

1

1/

i TY US V
λ λ

+

+
← ∑ ;

6: ( )1(i)
1(i)

1

1 i
eZ Y X Y

λ
+← + − ;

7: ( ) ( ) ( )(i)
1

1
1/

1i
e eE S Z Z

λ
+ ←Ω + −Ω  ;

8: ( ) ( ) ( ) ( )( ) ( )( ) 11 1 2
2 2 2

i i i i iM Y Y I Oλ λ β
−+ +← − + ;

9: ( ) ( ) ( ) ( ) ( )( )1 1 1
1 1 1

i i i i iY Y X Y Eλ+ + +← + − − ;

10: ( ) ( ) ( ) ( ) ( )( )1 1 1
2 2 2

i i i i iY Y M Yλ+ + +← + − ;

11: ( ) ( )( )1
1 1 maxmin ,i iλ γλ λ+ ← , ( ) ( )( )1

2 2 maxmin , ;i iλ γλ λ+ ←

12: 1i i← + ;
13: end while.

3  The proposed scheme

As shown in Algorithm 1, Step 4 requires computing the SVD of a matrix of size 
3J n× . It is evident that computing a full SVD at every iteration is too costly to 
be practical for solving truly large-scale problems [14-15]. Even for the partial SVD 
strategy which only computes a proper subset of dominant singular pairs (values 
and vectors) instead of the full set, its computation cost can still be quite high on a 
wide range of large matrices. Meanwhile, Step 8 requires calculating the inverse of a 
matrix of size n n× . It’s still too expensive to calculate it when n is large. Therefore, 
it’s desirable to exploit an alternative approach that avoids SVD computation and 
inversion calculation, by replacing them with some less expensive ones. The target of 
this paper is to investigate such a non-SVD approach meanwhile without calculating 
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the inversion of any big matrix in order to more efficiently solve the mocap data 
refinement problem.

3.1  Bilinear factorization model

For a low-rank matrix n mA ×∈� , bilinear factorization aims to find two smaller low-
rank matrices n dU ×∈� and m dV ×∈� such that TA UV= , where d is an upper 
bound on the rank of A , i.e. ( )d r rank A≥ = . First, to avoid computing SVD like 
Step 4 in Algorithm 1, we adopt the variational definition of nuclear norm, that is 

( )2 2

*

1min ,
2T F FA UV

A U V
=

= +   (5)

where F
⋅ stands for the Frobenius norm of a matrix. Second, to avoid calculating 

the matrix inversion like Step 8 in Algorithm 1, we study the transposition version of 
(3), i.e.
 

2

* 1Y,E
min   + ,   

2
  . .   

T T T T

F

T T T

Y E OY

s t X Y E

βα Ω +

= +



  (6)

Note that the following norm properties are used in (6): 

* *

TB B=  and 1 1
.TB B=

Emerging (5) into (6) finally yields

( )2 2 2
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where n dU ×∈� , 3J dV ×∈� and 3n JE ×∈� .

3.2  Optimizaiton

To solve (7), we present an inexact augmented Lagrange multiplier method, called 
IALM [13]. We first consider an equivalent form of (7):

( )2 2 2

1U,V,E,M

1min   + ,   
2 2

  . .    ,
          .

T
F F F
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s t M UV
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=
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 (8)

Then, the augmented Lagrangian function of (8) is:

( ) ( )2 2
1 2 1

2 21
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            ,
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            , ,
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OM Y M UV M UV

Y X UV E X UV E

α

λβ

λ
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+ + − + −

+ − − + − −



 (9)
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where 3
1 2, n JY Y ×∈� are Lagrangian multipliers, 1 2,λ λ are penalty parameters. 

According to IALM, we solve (9) by minimizing each variable alternatively while 
fixing the other variables, so that the optimization problem can be divided into four 
sub-problems and two multipliers updating:

( )
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3
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More specially, to solve the variable U , we fix the other variables and solve the 
following least-square problem:

( ) ( )( )
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where 
( ) ( )( )(k) (k)

1 2 1 2: k kT
uZ Y Y M X Eλ λ= + + + − .

Similarly, we update the variable V as follows:
( ) ( ) ( ) ( )( ) ( )

1
1 1 1 1

1 2V
Tk k k kT

u dZ U I U Uλ λ
−

+ + + + = + +  
  (11)

For fixed , ,U V M , we get the following optimization problem for finding E :
( ) ( )( )

( ) ( ) ( )
2

2(k)
1 1(k 1)2 2

1
2

E arg min
2

        1 ,

Tk kT T

E F

T T
e e

YE X U V E

S Z Zα
λ

λα
λ

+ ++= Ω + − − +

= Ω + −Ω



   (12)

where ( )( )1(k 1) (k)
2 2:

TkT
eZ X U V Y λ++= − + .

Finally, we update M as follows:
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( ) ( )( )

( ) ( )( )( )

2(k)
21 1(k 1)1 1

1

1 12 (k 1) (k)
1 1 1

M arg min
2 2

         .

Tk k
F

M F

Tk
n

YOM M U V

I O U V Y

λβ
λ

λ β λ

+ ++

− ++

= + − +

= + −
  (13)

Note that in (13), we require to calculate the inversion of matrix 2
1 nI Oλ β+ whose 

size is n n× . When we process a long motion sequence which means n  is very large, 
it thus might be too expensive to carry out the inverse operation. Fortunately, we can 
transform such an inversion calculation into DCT and IDCT by analyzing the eigen-
decomposition of O which is defined as (2). As discussed in [16], an eigendecompotion 
of O yields 1,O W W −= Λ  where Λ is the diagonal matrix containing its eigenvalues 
defined by ( )1, , t ,ndiag tΛ =   ( )2 2cos (i 1) / nit π= − + −  and W is a 
unitary matrix (i.e. 1TW W −= ) containing the eigenvectors. Also it is worth noting 
that TW and W are actually the n-by-n type-2 DCT and IDCT matrices. Therefore, we 
have 

( ) 12
1 2 2

1 1 1

2 2
1 1 1

1 1, ,

1 1      , , .

T
n

n

n

I O W diag W
t t

IDCT diag DCT
t t

λ β
λ β λ β

λ β λ β

−   
+ =    + +  

   
=     + +    




 (14)

3.3  Rank estimation 

Since a proper estimation to the rank of mocap data is essential for the bilinear 
factorization in (5), we make use of the concept of last significant jump (LSJ) rule 
proposed in [17-18] to adaptively estimate the rank. Indeed, the basic principle of LSJ 
is to detect the support of a sparse vector consisting of eigenvalues whose cardinality 
is the rank of a low-rank matrix. 

Due to that the given mocap data X is incomplete, we first given an initial guess 
for the missing markers by apply linear interpolation method and thus obtain X . 
Next, we apply the LSJ rule based on thresholding to estimate the rank of X . In 
details, let ( )1 2, , , kλ λ λΛ =  , with ( )min 3 ,k J n=  be the singular values of 
X  satisfying 1 2 0.kλ λ λ≥ ≥ ≥ ≥

The LSJ rule is to look for the largest index 0k  such that 
0 0 1 ,k kλ λ ε+− >  and 

then define 0( )r rank Y k= ≈ ,where ε  is a threshold value (in this paper 0.1ε = ). 
Finally, considering that X  also contains noises and outliers, the rank estimated 
above may be a little conservative, and thus we specify the parameter d  satisfying 
d r≥ as

( )min 1.1 ,3 , .d r J n= ×     (15)
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3.4  Algorithm

Based on the previous analysis, we can derive a bilinear factorization based method 
for refining mocap data which is summarized in Algorithm 2. 

We remark that the main complexity of Steps 3 and 4 in Algorithm 2 is 
( )( )( )3 ,n d J d dΟ + +  where d  by (15) is very small ( )( )min 3 ,d J n≤ , 

while the complexity of Step 4 in Algorithm 1 is ( )23JnΟ . It is also much faster to 
take (14) to compute ( ) 12

1 nI Oλ β
−

+ , because the DCT  merely has a complexity of 
( )log(n)nΟ , whereas directly computing the inversion has a complexity of ( )3nΟ . 

Therefore, as the other steps are similar, Algorithm 2 has much less complexity than 
Algorithm 1.

Algorithm 2 Algorithm for the proposed method

Input: , ,X OΩ , parameters max, , , ,α β γ ε λ ;
Output: Y and E ;
1: Initialize: 
Estimate the rank r and compute d ;

(0) (0)
1 2 2

0, / max( , )T T Tk Y Y X X X
∞

= = = ;
( ) ( ) ( ) ( ) ( )0 0 0 03 , , ;

F
V randn J d V V V= =

( ) ( )0 0 0E M= = ; 1 20, 0λ λ> > ;
2: While not converged do

3: Update ( )1kU + using (10);

4: Update ( )1kV +
 using (11);

5: Update ( )1kE +  using (12);

6: Update 
( )1kM +

: 
( )( )( )1(k 1) (k 1) (k)

1 12 2
1 1 1

1 1, , ;
Tk

n

M IDCT diag DCT U V Y
t t

λ
λ β λ β

++ +
   

= −    + +    


7: Update the multipliers:
( ) ( ) ( )( ) ( )( )1 1 1(k 1)

1 1 1

Tk k k kY Y X U V Eλ+ + ++← + − − ;

( ) ( ) ( ) ( )( )( )1 1 1(k 1)
2 2 2

Tk k k kY Y M U Vλ+ + ++← + − ;

8: Update the penalty parameters:

( )1 1 maxmin ,λ γλ λ← , ( )2 2 maxmin , ;λ γλ λ←
9: 1k k← + ;
10: end while
11: ( ) ( )( ) ( )( ),

T Tk k kY V U E E← ← .
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4  Experimental results

In this section, we compare the proposed method only with TSMC, since TSMC performs 
more effectively than many existing approaches, such as linear interpolation, spline 
interpolation, Dynammo and SVT. To evaluate the performance, we selected six 
motion sequences (walk, gymnastics, dance, acrobatics, basketball and boxing) from 
the CMU mocap dataset (http://mocap.cs.cmu.edu/), where the number of joints in a 
human skeleton is 31J = . Like the work [3], we simulate four classical situations to 
synthesize four different kinds of corrupted data, which are briefly listed as follows: 
Randomly corrupt data (rdcrupt), Randomly lose data (rdlose), Mixed corrupt data 
(mxcrupt) and Regularly lose data (rglose). All the experiments were implemented 
in Matlab (version R2010a) on an Intel Core i5-4210U CPU@1.70GHz PC with 4GB 
memory. 

The parameters in our method were set as follows for all experiments: 
5

1 21.0, 100, 10 , 1.4,α β λ λ γ−= = = = =  and 10
max 10λ = . To verify the refining 

accuracy, we adopt the root mean squared error (RMSE) measurement:

( ) 21, ,i i i i
p

RMSE x x x x
n

= − 
 

where ix  and ix  correspond to the imperfect and refined poses, respectively, and pn  
is the total number of imperfect entries, i.e. the missing and noise entries. 

For the four cases (rdcrupt, rdlose, mxcrupt and rglose), the RMSEs of TSMC 
(in red color) and the proposed method (in blue color) were shown in Figure 1 to 4, 
where we can easily see that our approach outperforms TSMC for most of the refined 
results in each case. The reason lies in that our approach exploits the true low-rank 
property of mocap data by using bilinear factorization, while TSMC depends on 
partial SVD (pSVD) to solve model (3) which causes the information corresponding 
to the singular values under the pSVD specified threshold dropped. Besides, Table 1 
lists the elapsed cpu time, in which we can find the elapsed time by our method is 
significantly reduced. As the frame number increases, the time gap between TSMC 
and our method grows rapidly. For example, our method is about 1 second faster than 
TSMC for “Walk” whose frame number is 343, but our method becomes about 7 times 
faster than TSMC for “Boxing” and “Basketball” whose frame numbers are around 
5000. These statistical data demonstrate that the proposed bilinear factorization and 
DCT-based inverse matrix calculation indeed accelerate our method.
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(a) Walk  (b) Gymnastics

(c) Dance  (c) Acrobatics

(d) Basketball  (e) Boxing
Figure 1. Comparisons of refined results for the case of randomly corrupt data (rdcrupt): Gaussian 
noises ( 2σ = ) were randomly added on 30% data for each motion sequences, wherein x-label 
denotes the frame index and y-label the RMSE of each frame (cm/frame).
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(a) Walk  (b) Gymnastics

(c) Dance  (c) Acrobatics

(d) Basketball  (e) Boxing
Figure 2. Comparisons of refined results for the case of randomly lose data (rdloss): 40% data of 
each motion sequence were randomly missing, wherein x-label denotes the frame index and y-label 
the RMSE of each frame (cm/frame).
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(a) Walk  (b) Gymnastics

 (c) Dance  (c) Acrobatics

 (d) Basketball  (e) Boxing
Figure 3. Comparisons of refined results for the case of mixed corrupt data (mxcrupt): 30% data were 
randomly missing and then 30% of the remaining data were corrupted by Gaussian nose ( 2σ = ), 
wherein x-label denotes the frame index and y-label the RMSE of each frame (cm/frame).
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(a) Walk  (b) Gymnastics

 (c) Dance  (c) Acrobatics

(d) Basketball  (e) Boxing
Figure 4. Comparisons of refined results for the case of regularly lose data (rgloss): 30% data were 
randomly removed wherein the number of selected missing markers is fixed to be 10 and each missed 
60 frames, wherein x-label denotes the frame index and y-label the RMSE of each frame (cm/frame).
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Table 1. The elasped Cpu time comparison between TSMC and the proposed method (in second), 
where the number in the parentheses is frame number.

Sequences  rdcrupt rdlose mxcrupt rglose

Walk (343) TSMC 4.5327 4.5778 4.1895 4.2034

Ours 3.6799 3.2344 3.4169 3.1651

Gymnastics (575) TSMC 8.4847 8.5558 8.3841 8.3981

Ours 6.6387 5.9020 6.4214 5.9558

Dance (1095) TSMC 39.7993 40.7735 40.5113 40.7787

Ours 13.8910 13.7368 14.3889 12.9879

Acrobatics (2422) TSMC 184.4452 208.5139 207.9337 184.2060

Ours 31.975 33.665 35.7294 32.0166

Boxing (4840) TSMC 502.1291 500.2536 487.2015 466.1518

Ours 56.611 70.3079 58.9476 55.0996

Basketball (4905) TSMC 585.8815 589.1388 622.4648 571.7665

Ours 84.2322 86.1375 92.7852 80.0888

5  Conclusion

In this paper, we have presented an efficient mocap data refinement method based on 
the matrix bilinear factorization and (inverse) discrete cosine transform. Experimental 
results show the proposed method outperforms TSMC and also performs more and 
more fast as the frame number of motion sequence grows. However, from the results 
in Figure 4, we find both of the methods have a sharp decline in performance for the 
case of regularly and continuous lose data, which needs to be explored further.
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Zheng RAN*, Hua YAN, Yun LI
Reliability Evaluation of Embedded Real-time System 
based on Error Scenario
Abstract: The embedded electronic devices may run in an uncertain environment. 
The electromagnetic interference, voltage fluctuation and high or low temperature 
may easily generate intermittent or permanent failures in the semiconductor devices, 
which can potentially result in running errors in real-time system. In order to cope 
with such a situation, real-time systems generally have the fault-tolerant mechanism. 
Although the existing fault-tolerant mechanism can tolerate some kinds of errors, it 
has limitations. It cannot deal with some fatal errors or situations with huge number 
of errors. In this paper, under the assumption that the reach of fault is Poisson process 
approximately, a fault-tolerant model for embedded system is proposed. With the 
analysis of the fault-tolerant scheduling, the breadth-first traversal methods are used 
to build the error scenarios of real-time system. In addition, a key novel algorithm is 
designed to calculating of the system reliability. The experimental results show the 
feasibility of proposed evaluation method.

Keywords: embedded; real-time system; fault-tolerant scheduling; reliability 
evaluation

1  Introduction

Nowadays, embedded software running in safety-critical system, such as avionics 
mission computing and automotive vehicle controls, is mainly used to collect 
information from external stimuli and respond timely under various interference 
environments. To meet the requirements on its critical properties, especially reliability, 
it is necessary to evaluate the ability of fault-tolerance for real-time system precisely, 
otherwise missing time requirements may lead to system failures, and that may result 
in catastrophic consequences. Reliability [1] is the ability of a system or component to 
perform its required functions under stated conditions for a specified period of time. 
For example, IEC61508 [2] proposed a set of risk evaluating method. 

Reliability analysis has been a hot research topic since the early 1960s. However, 
most of the methods were applied in software implementation phase. Evaluating the 
reliability in the early system design phase is a faster formal method. It builds up the 
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probabilistic model of real-time system and analyzes the temporal property based on 
schedulability analysis. It identifies potential security threats in early time, so that less 
costly changes are made in system design phase. A lot of existing literatures mainly 
considered the relationship between task priority and worst-case response time under 
fault-tolerant condition. However, those approaches often led to pessimistic results.

In this paper, we present an approach to evaluate the reliability of embedded real-
time system under fault-tolerant condition. This approach analyzes the schedulability 
of preemptive task set and traverses the error scenario to compute the reliability 
accurately by the method of reduction.

The rest of this paper is organized as follows. Section II introduces the probabilistic 
fault-tolerant model of task and formulates the problem about reliability evaluating. 
Section III describes the method of reliability analysis approach in detail. Then, the 
experiments and evaluation are given in Section IV. Section V gives an overview of 
related work. Finally, we conclude our work in Section VI.

2  Related work

With the growing requirements of safety in embedded software, a lot of research 
emerged in the area of fault-tolerance and reliability evaluation. The traditional 
approach mainly relies on the testing failure data to predict the future failure behaviors 
of software. The method based on statistics, such as Monte-Carlo simulation [3] was 
used to deal with the transient faults depended on simulation experiment with large 
number of samples. 

Due to lots time computation in statistics-based approach, formal analysis of 
fault-tolerance scheduling and reliability analysis has been addressed by some 
previous research activities. The Framework for Software Fault Tolerance in Real-Time 
Systems [4] and the method of check-point and time redundancy [5] give the basic 
software reliability prediction models. A. Burns et al. [6] introduced a probabilistic 
model in schedulability analysis within probabilistic guarantee that all tasks always 
complete by their deadlines. I. Broster et al. [7] extended this method in CAN network 
to compute accurate predictions of failure probability by probability distribution of 
response times. However, those approaches [6,7] have certain limitations and lead to 
extremely pessimistic results.

Safety-critical applications have to function correctly and meet their timing 
constraints even in the presence of faults. G. Lima et al. [8] proposed worst-case 
response time schedulability analysis for fault-tolerant hard real-time systems in 
considering the recovery of tasks running with higher priorities, and then, introduced 
a priority assignment algorithm [9] to improve system fault resilience. They discussed 
the relationship between the processor utilization and fault tolerance performance. 
Li Jun et al. [10] propose a new fault-tolerant priority assignment algorithm based on 
worst-case response time schedulability analysis for fault-tolerant hard real-time tasks 
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with limited priority levels [11] and arbitrary large deadlines [12]. Zhaohui Wu et al. [13] 
discussed the worst-case response time for tasks under the group-based preemptive 
scheduling and verified the temporal property in the early system design step. 
However, those methods mainly focused on the relationship between schedulability 
and priority assignment of tasks, and no probabilistic model to evaluate reliability of 
system was included into consideration.

M. Sebastian et.al introduced a reliability estimation method [14] that computed 
reliability of system during a period of time. Comparing with the statistical fault 
simulation, the method of numerical analysis was fast and accurate, but it was used 
in CAN network with non-preemptive scheduling strategy. S. Gui et al. [15] presented 
a reliability model to analyze the schedulability with faults occurring and compute 
the probability of tasks still being schedulable in the worst-case execution scenario, 
but the factor of time in reliability was not taken into consideration. V. Izosimov [16] 
and Petru Eles et al. [17] proposes several optimization algorithms for mapping real-
time safety-critical applications on distributed embedded systems by processing 
re-execution and replication for tolerating transient faults. 

The method of reliability above concentrated on the transient faults, such as 
temperature variation and electromagnetic interference, and not deal with the 
permanent faults. Xiao Qin et al. [18] introduced a scheduling algorithm in which 
non-preemptive tasks with two copies scheduled on different processors can tolerate 
one processor’s permanent failure in a heterogeneous system with fully connected 
network. 

3  Task model

Considering the fault-tolerant feature of real-time system, the task can be divided into 
two parts: primary task and the recovery. When no fault occurs, the primary task is 
scheduled. However, when the fault has occurred, the primary task is suspended and 
the recovering process is triggered to deal with the fault and recover the primary task 
from the fault. The task set is defined as: Г = {τ1,..., τi,..., τn} τi =(Ci,Pi,Di,C′i) where, Ci 

is task execution time, Pi is the period, Di is the deadline and C′i is the processing time 
of recovery. In this paper, we assume that recovering time is equal to task execution 
time (Ci = C′i) and Pi = Di.

3.1  Error model

In embedded system, the external interference may result in hardware faults or 
software errors. In this paper, we assume that the error (including hardware faults) 
arrival process follows Poisson process with rate λ. Then, the probability that task 
executes successfully in one of its period is defined as Ps(i).
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Similarly, the probability that task τi fails in one of its period is defined as PF(i).            
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If error occurs during the execution of task, the recovering process is triggered to deal 
with the error. If the recovery is also failed, we say, there is another error occurs, and 
then the recovering process retries.

According to the formula (1), (2), the probability that task τi fail j times and finally 
has been recovered successfully during one of its period is defined as Pi(j).
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3.2  Metric of the reliability

Although recovery can retry many times, this process needs extra time that may make 
the task non-schedulable. Hence, when evaluating the reliability of real-time system, 
the schedulability of task set needs to task into account.

Definition 1: if the instance of every task in the task set Г is finished within its 
deadline, we called the task set Г is schedulable.

Definition 2: the reliability is the probability that the task set Г is schedulable in 
one period of time. The reliability of task set Г in the period of time (0,T) is denoted 
by R(T).

Definition 3: the hyperperiod [15] of task set Г is the Least Common Multiple of 
the period of all the tasks, denoted by LCM(Г).

The approach proposed in this paper tries to evaluate the reliability of real-
time system in a specific time interval (0,T). Generally, the hyperperiod is selected 
for analysis interval, because T can be represented as N times of LCM(T) then plus t 
(0≤t≤LCM(T)). Hence, the reliability in time interval (0,T) can be defined as:
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4  Reliability analysis

In this section, we present a new analytical method to evaluate the reliability of 
real-time system. Firstly, the model of error vector is introduced. Then, fault-tolerant 
schedulability analysis is made to build up the error scenario. Finally, an algorithm 
used to compute the probability is designed
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4.1  Error vector

Let the total number of tasks is n. We defined error vector of dimension n, in which the 
ith element presents the number of errors which may occur on task τi. Error vector is 
denoted by ω, ω = (e1,...,en). That is to say, there are ei errors occurring on task τi, and 
then the recovery may retry ei times in the execution of task τi.

4.2  Fault-tolerant schedulability analysis

For the fault-tolerant real-time systems, the tasks need to be finished within its 
deadline even if fault occurs. If the fault occurs ei times in task τi, and all the task in 
task set Г is also schedulable, we say, the task τi can tolerate ei errors. If the task set is Г 
schedulable under the error vector ω, we say, the task set can tolerate the error vector. 
The number of errors that task τi can tolerate, not only depend on the task itself, but 
also is related to execution of other tasks. Therefore, schedulability analysis should 
be used to compute how many errors tasks set can tolerate.

In this paper, we assume that the system adopt rate-monotonic scheduling (RMS) 
strategy [19]. Let the tasks be ordered by their period. The cumulative demand on the 
processor of tasks τ1 ,..., τi until time t (when 0 is supposed to be a critical instant) is 
given by
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We defined the notations.
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Task τi can be scheduled for any task phasings using RMS if and only if Li≤1. The entire 
tasks set can be scheduled for all task phasings using RMS if and only if if Li≤1 [20]. A 
sketch of the pseudo code for schedulable judging procedure is given in Algorithm 1. 
The time complexity of algorithm 1 is 0(n2).

Algorithm 1: SCH(ω) - Schedulability analysis

Input: error-vector ω = (e1,...,en).
Output: weather the task set Γ is schedulable
1 for i ← 1 to n do
2  W ← 0
3  for j ← 1 to i do
4   W ← W + Cj * 
5  if W>Pi then
6   return FALSE
7 return TRUE
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4.3  Error scenario

Let the error scenario, denoted by Ω, be defined as a set of error vectors under which 
the task set can be schedulable. If the task set Г is schedulable under the error vector 
ω = (e1,...,en), we say, ω∈ Ω.

Example 1: we build up a task set within two tasks, Г={τ1, τ2}; τ1=(P1=4, C1=1); 
τ2=(P2=10, C2=2). In Figure 1, the dimension of error vector is two, because of two tasks. 
The error vector (0, 2) present there might be no error in the task τ1 and 2 errors in task 
τ2.

The white rectangular is error vector under which the task set Г is schedulable, 
while under error vector of gray rectangular the task set Г is non-schedulable. 
Therefore, the error scenario of task set Г has six error vectors and under the other 
vectors the task set is non-schedulable. Hence, Ω= ((0,0),(0,1),(0,2),(1,0),(1,1),(2,0)).

0 0

2 0

2 1

3 0

1 0

0 3

0 1 1 2

1 1

0 2
Error scenario

Figure 1. Error scenario

In this section, we design an algorithm based on breadth first search to collect all the 
error vectors under which the task set Г is schedulable, and then build up the error 
scenario. 

There are some variables used in this algorithm. Ψ and ω is vector of dimension 
n. number of ei errors in the ith task. Ei is times of is recovery retrying in task τi. The 
structure of error scenario is like a tree in Figure 1. In this structure, Q is the queue for 
save all the error vectors in searching process, π(ω) is parent node of ω and b(ω ) is 
the searching breadth of ω. b(ω ) is crucial for reliability computing in next section.

A sketch of the pseudo code is given in Algorithm 2. Combining with the 
schedulable analysis function SCH(ω) in algorithm 1, the total time complexity of 
algorithm 2 is 0(|Ω|*n2), where is total number of error vectors in error scenario.
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Algorithm 2: ESS - error scenario search

Input: task set Г and E1,...,En.
Output: error-scenario Q, searching breadth b(ω)

ESS
1 allocate Ψ
2 b(Ψ) ← 0
3 for i ← 0 to n do
4  ei ← 0
5 Ψ ← (e1,...,ei,...,en)
6 ENQUEUE (Q,Ψ)
7 for ω∈Q do
8  ESS-VISIT (ω)
ESS -VISIT (Ψ)
1 for i ← b(Ψ) to n do
2  allocate ω
3  ω ← Ψ
4  ω = (e1,...,ei ← e1+1,...,en)
5  if SCH(ω) = OK then
6   π(ω) ← Ψ
7   b(Ψ) ← i
8   ENQUEUE (Q, ω)
9  else free ω

4.4  Reliability computing

Before computing the reliability, we must firstly work out how many instances of each 
task are loaded in one hyperperiod. Let the task executes times in one hyperperiod. 
That is to say, there are instances of task in one hyperperiod.

Example 2: we build up a task set within three tasks: Г={τ1, τ2, τ3}; τ1=(P1=6, C1=1); 
τ2=(P2=10, C2=2); τ3=(P3=24, C3=3). After algorithm 2 ESS, the error scenario has been 
built up in Figure 2. For the task set Г, the hyperperiod is 120 (LCM(P1,P2,P3)=120), so 
we focus on the reliability in the time interval (0,120). For task set Г, x1=20; x2=12; x3=5.

0 0 0

0 0 1

0 0 2 0 0 3

0 1 0

0 1 1

1 0 0

1 0 1 1 0 2

1 1 0

2 0 0 2 0 1

Figure 2. Error scenario after ESS
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Firstly, we define the probability that there are at most ei errors occurring in at least 
one instance of task τi.
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For the tree-like structure of error scenario, the reliability can be computed by 
the method of dimension reduction. For the task set Г (in example 2), there are three 
tasks, so the dimension of error vector is 3. The ith element in ei error vectors presents 
the number of error in task τi.

0 0 0

0 0 1

0 0 2

0 0 3

0 1 0

0 1 1

1 0 0

1 0 1

1 0 2

1 1 0

2 0 0

2 0 1

0 0

0 1

1 0

1 1

2 0

0

1

2

R

e1 e2 e3

e1 e2

e1

reliability

Figure 3. Reliability computing in method of reduction

In the process of computing, the error vectors is reduced into the vectors ω(e1,e2,e3) of 
dimension 2, ω(e1,e2). This step only focuses on the probability on. The error vectors 
with the same value in its first two elements are reduced into one vector of dimension 
2 on first step. At the same time, the probability of e3, is calculated. Similarly, on the 
next step, compute he probability on, and so on. Finally, the reliability in time interval 
(0,120) is calculated. The process of reduction is shown in Figure 3 and the detailed 
computing process is shown as follows by formulization.

We compute the reliability by dimension reduction, so we first define the 
probability of error vectors in every dimension. Let P(ω(e1,,ei)) be the probability of in 
dimension i. P(ω(e1,,ei)) is accumulated from the probability of ωi to that of ωn. In first 
step, P(ω(e1,,en)) is the probability of en.
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Then, the dimension of vector ω(e1,,ei,ei+1) reduces from i+1 to i, so P(ω(e1,,,ei)) (0<i<n)
is computed by accumulating from P(ω(e1,,,ei, ei+1)) to the probability of ei.
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After reducing layer by layer, the reliability is finally the sum of P(ω(e1)).
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A sketch of the pseudo code is given in Algorithm 3 where  Q and ω is the queue of 
error vector and the searching breadth of ω respectively in Algorithm 2. In this section, 
there are three new variables. P(ω) is used to save the probability of error vector ω. xi 
is the times of task executing and pro is a temporary variable for saving probability. 
In the process of reducing, Algorithm 3 need to traverse all the error vectors in error 
scenario, so the time complexity is 0(|Ω|×(N+D(Ω))), where D(Ω) is depth of breadth 
first search.

Algorithm 3: PRO_CAL(Q) - reliability computing

Input: error-scenario set, searching breadth 
Output: reliability of task set 
1 for ω ← head (Q) to tail(Q) do
2  P(ω) ← 0
3 for i ← n – 1 to 0 do
4  for ω ← head (Q) to tail(Q) do
5   if b(ω) ≤ i then
6    pro ← 0
7    for j ← 0 to ω(ei) do 
8     pro ← pro + (1–e–λCi)j × e–λCi

9    pro ← proxi

10    ψ ← ω
11    while π(Ψ)≠Ø && b(Ψ) =i do
12     pro ← pro – P(Ψ)
13     Ψ ← π(Ψ)
14    P(ω) ← P(ω) × pro
15  for ω ← head (Q) to tail(Q) do
16   if b(ω) = i then
17    Ψ ← π(Ψ)
18    while Ψ≠Ø && b(Ψ) = i do
19     Ψ ← π(Ψ)
20    P(ω) = P(ω) +P (Ψ)
21 return P(head(Q))
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5  Experiments

We perform a series of experiments to evaluate the reliability of fault-tolerant real-
time system. All the programs are implemented under environment Microsoft Visual 
C++ 2010 and run on Windows7 64-bit with Intel(R) Core(TM) i5-4460 CPU @3.2GHz 
and 8 GB memory.

5.1  Case study

This section shows the results obtained by applying our approach on a use case. 
Firstly, a task set is built up within three tasks: Г1={τ1, τ2, τ3}; τ1=(P1=6, C1=1); τ2=(P2=10, 
C2=2); τ3=(P3=24, C3=3). The utilization of processor in task set is 0.4917. The fault rate 
ranges from 0 to 0.2. Next, generate n task sets (Г1 ~Г2) by separating each task in Г1 

into n tasks and each task has the same period and 1/n execution time of its original 
task. The utilization of CPU for Г1 ~Гn is the same as that for Г1 (0.4917). Finally, we 
evaluate the reliability of Г1 ~Г5 in the period of 480μs under the fault rates of [0, 0.2] 
was shown in Figure 4.

In Figure 4, two conclusions emerge from the comparison in fault rate and 
granularity of task. Firstly, taking Г4  as example, when the fault rate is less than 0.08, 
the reliability does not decrease significantly. However, when the fault rate is greater 
than 0.08, the reliability drops rapidly and when the fault rate is greater than 0.12 
the reliability is close to zero. Secondly, under the same fault rate, the reliability of 
Гi (i>1) is obviously higher than that of Гi-1. For example, under the fault rate of 0.06, 
the reliability Г4  is close to 1, and the reliability Г1 is close to zero. That is to say, the 
reliability can be improved by dividing the task into some small sub-tasks.
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Figure 4. The effects on reliability from fault rate
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5.2  Simulation

In this section, we set up two experiments with synthetic tasks to show the effects 
on reliability from fault rate of faults. The periodic task sets used in all experiments 
are generated randomly by the following ways: (1) Set the task count of each task set 
as N = 10; (2) The CPU utilization of each task set is 50 %; (3) The fault rate of faults 
ranges from 0 to 0.2; (4) Evaluate the reliability in the time of 1000. (5) The scheduling 
strategy is Rate-Monotonic Scheduling (RMS); (6) The execution time of tasks is equal 
to their recovering time, Ci=C′i.

In the first experiment, we generate period of ten task sets randomly, and set their 
execution time that Ci=Pi×(1/2N), shown in Figure 5a. For the second experiment, the 
period of all the tasks is also set randomly, while all the tasks have the same execution 
time, shown in Figure 5b. In the two figures, it is seen that although the CPU utilization 
of each task set are the same, the reliability among the task sets has a huge difference. 
For example, Г1 and Г6 can tolerate the fault rate 0.008 with the reliability close to 
100%, while the reliability of Г2 and Г9 is close to zero.
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Figure 5. Simulation results of synthetic tasks

Therefore, there are two ways to enhance reliability. The first is to try to reduce the 
arrival rate of faults in each task. If we can guarantee that the fault rate is small enough 
for all tasks to be schedulable, then the reliability of the system can be close to 100 
%. The second way is optimize the construction of task set to enhance the reliability.

6  Conclusion

In this paper, we present a novel reliability model, which apply the method of 
schedulability analysis based on worst-case response time to evaluate the reliability 
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of system in the design phase of real-time software. In our approach, the breadth-first 
traversal algorithm was applied to search all the error vectors, and then, we present 
the method of reduction which was used to accelerate the computing of reliability. 
From the case study, we found that the reliability of real-time system can be improved 
by dividing the task into some small sub-tasks and simulation result gives another 
way to enhance the reliability by optimizing the construction of task set.
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Chun-xiang XU*, Wei SHI, Dong-mei CHEN, Xiang-wei WU
Coordinate Transformation on CNC Machining of 
Quasi-Hypoid-Gear 
Abstract: The structure  model of mechanical  shaking  table machine tools and 
CNC gear milling machine was analyzed and the corresponding machine coordinate 
system was established in this paper. Under the condition of ensuring constant relative 
motion and relative position between the work piece and the tool of the shaking 
type machine tool. Using the principle of coordinate transformation, the function of 
instantaneous moving position was deduced as NC milling machine processing to 
program of CNC machining.

Keywords: coordinate transformation; quasi-hypoid-gear; CNC machining model

1  Introduction

Now the production of the gears, especially the helical bevel gears occupied the 
important position in modern manufacturing industry, particularly a considerable 
proportion in automobiles, tractors and machine tools. Quasi-hypoid-gear is more 
complex in the form of the helical bevel gear and the overlapped coefficient is greater 
than the bevel gear with the intersecting shafts. So it is more stable in motion. Just 
because of this, it is almost universally used in cars [1].

The extensive use of multi-axis machine tools has brought about great advances 
in manufacturing technology of helical bevel gear, changing the tedious adjustment 
situation in machine producing of traditional shaking table machines.

Using the principle of the special coordinate transformation, the mechanical 
shaking desktop machine tool for quasi-hypoid gears can be equivalently switched to 
the environment of CNC machine tool.

2  CNC transformation model

Figure 1 is a conception model of traditional shaking desktop machine tool [2], as can 
be seen, the number of the shaft is up to ten in traditional shaking desktop machine 
tool, and most of them were used for machine adjustment before working [4]. In the 
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process of working, only the cradle shaft and the piece spindle are in linkage to form 
generating motion which achieved by gear train [3]. Various adjustment and different 
change gears are used for manufacturing different gears, so the transmission chain 
is complex. While 5shafts linkage can be realized at Phoenix Free-form machine as 
working by NC system [5]. The result is shorter transmission chain, more exact motion 
and wider manufacturing range.

Figure 1. Traditional Mechanical Shaking Table Machine Tool

The essence of transformation from the traditional shaking desktop machine to free 
machining machine tool is to reproduce the processing principle of traditional machine 
tool on new machine tool. This needs to ensure any position while processing, the 
relative position of the cutter and the work piece is the same with traditional machine 
tool.

To reappear motion relationship between the tool coordinate system St and the 
work piece coordinate system Sp of the machine, the transition matrix of St and Sp is 
firstly studied.
1)  Suppose that there is a 4X4 coordinate transformation matrix of Mpt(k)(k=C, G), 

where the superscript C and G respectively represent CNC gear milling machine and 
mechanical gear milling machine.

2)  If there is the equation (1) of )()( G
pt

C
pt MM = , there can guarantee the tool and the 

work piece are in the same relative motion direction and position when generating 
the tooth surface of two kinds of the machine tools.
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2.1  The traditional mechanical shaking table machine coordinate system

Set machine tool machining coordinate system according to the model of structure of 
traditional mechanical shaking table machine. The following is to take manufacturing 
a pinion on a hobbing machine for example to establish the machine tool coordinate 
system.

The following coordinate system is set: the fixed coordinate system Sm1 and Sq 
which rigidly consolidated with the gear cutting machine is shown in Figure 2 and 
Figure 3; respectively correspond to the moving coordinate system Sc and S1 of the 
cutting machine cradle and the pinion rigid consolidation [6]. During working, the 
cradle and Sc rotate around the axis Zm1 at the angular velocity of 

)(cω


, while the 
pinion and S1 rotate around the axis Xq at the angular velocity of 

)1(ω


.

Figure 2. Sm1, Sc and S b Coordinate System

The cutter disc mounted on the shaking table rotates with it. Coordinate system St1 
rigidly consolidated to the shaking table. In order to describe the tool relative to the 
direction of the shaking table, use the coordinate system of Sb to achieve the following 
steps: Firstly consolidate coordinate system Sb to St1, then turn them as one rigid 
body around the axis of Zc to a rotation angle j; secondly,, incline the tool disc and St1 
system to an angle of i around Yb axis. The tool disc can rotate around its axis of Zt1.

The parameters of installation and adjustment of the pinion follows. 
Em: Offset of the wheel blank on the machine tool, Γm: installation angle of the 

wheel blank, ΔB: moving distance of slider, ΔA: Distance from the machine center to 
supporting surface of the blank.

The parameter of installation and adjustment of the tool disc follows.
SR: Radial installation adjustment value, j: swivel angle, i: Cutter tilt
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Figure 3. Machine Coordinate System as Manufacturing Pinion

According to Figure 3, the following number sentence can be gotten through coordinate 
transformation of matrix [1].
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2.2  CNC Machine Tool Coordinate System

The coordinate system of the Phoenix Free-form machine is shown in Figure 4.
As to seen in Figure 4, coordinate system St and Sp is respectively consolidated 

to the tool and the work piece, Sh and Sm is respectively consolidated to the cutter 
base and the sliding base. Coordinate axis Sh is parallel to coordinate axis Sm.  (x,y,z) 
is used to represent the position of Sh relative to the position of Sm. Coordinate St 
rotates around the axis of zh relative to Sh. Coordinate system Se and Sd is used to 
describe coordinate transformation from Sm to Sp. 

Coordinate system Se achieves rotation around the axis of ym. The coordinate axis 
of coordinate system Sd parallels to coordinate axis of Se; ΔX =C is used to confirm the 
original point position of Od relative to Oe. Coordinate system Sp achieves rotation 
around the axis of xd relative to Sd. 

Figure 4. The Coordinate System of Phoenix Free-form
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According to Figure  4, the following number sentence can be gotten through 
coordinate transformation of matrix as the following formula (3).

11 12 13 14

21 22 23 24( )

31 32 33 34

41 42 43 44

c
pt pd de em mh ht

b b b b
b b b b

M M M M M M
b b b b
b b b b

 
 
 = =
 
 
 

 

According to formula (2) and (3), solving the equation (1) can be used to determine 
the NC model of Phoenix Free-form machine tool by adjusting parameter of traditional 
shaking table milling machine.

3  Parameter Determination

1) Determine the installation angle ϕ  of the pinion of the work piece, 13sin a=ϕ ;
2) Determine the work piece spindle rotation angle ψ , 33coscos a=ψϕ ;
3) Determine the cutter spindle rotation angle µ , 11coscos a=φµ , 12cossin a=− φµ ;
4) Determine the displacement of the three axes of X, Y, Z, and solve the system of 
linear equation contained three unknown numbers of x, y, z

 






=
=
=
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In summary, the six-axis linkage instantaneous movement position can be obtained 
when machining hypoid pinion by the face hobbing method on CN milling machine, 
instantaneous movement position of each axis can be expressed by a function to 
realize the machine tool programming and machining. It also provides the reference 
for setting the parameters of the Quasi-Hypoid-Gear CNC machining.
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4  Conclusion

The machine model of the mechanical shaking table milling machine and CN milling 
machine was analyzed when processing the quasi-hypoid-gear and the machining 
coordinate system was established in the paper. According to the working principle, 
coordinate transformation was completed as machining of CN milling machine. 
The instantaneous movement position of each axis was got when CN milling gear 
by coordinate transformation. It can be applied in simulation study on CN milling 
machine tool of making quasi-hypoid-gear and the parameter transformation 
between the mechanical machine tool and the CN machine tool and has theoretical 
and practical value. The method provides the practical and theoretical value in the 
coordinate transformation and calculation of the multi-axial linkage machine, the 
working simulation of CNC machining of Quasi-Hypoid-Gear and the parameter 
settings of multi-axial CNC machines.
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Yan-wei TAN*, Sheng-ya LI, Yan-hai XU, Ke-qi LI
Study on the Influence of Rolling Wheels on Car 
External Flow Field and Aerodynamic Noise
Abstract: In order to illustrate the external flow field and aerodynamic noise of cars 
with the influence of rolling wheels, the investigation is conducted through numerical 
simulation in this paper. Wheel rolling is modeled by using a rotating wall. Combined 
with Realizable k – ε and LES, the flow field and aerodynamic noise of the rolling 
wheels and the stationary wheels are simulated, respectively. Then the related 
monitoring points are set to provide the basis for further evaluation. The transient 
calculation is carried out with two typical cases. Furthermore, air fluctuating pressure 
and sound pressure level spectrum of the monitoring points in wheel cavity is 
obtained. The results show that rolling wheels have distinctive influence on vortex 
formation and car aerodynamic characteristics.

Keywords:  Rolling wheel; Aerodynamic noise; Fluctuating pressure.

1  Introduction

Aerodynamic noise caused by the automobile is one of the focuses in automotive 
engineering. With the increasing of vehicle speed and car ownership, car noise 
problem becomes important sharply [1]. Vehicle external flow field is a kind of 
complex disturbed flow motion, the rolling of wheels makes car external flow field 
more complex and it results car aerodynamic noise. Previous study on automobile 
wheels is simplified and does not consider the effect of rolling wheels. Although the 
results have certain significance, there are still large gaps compared with real cars. 
The latest studies involve the rolling wheels, but they do not conduct a detailed 
analysis and discussion of car flow field and aerodynamic noise near the rolling 
wheel. Literature [2] shows that wheels noise was relatively loud through the study of 
aerodynamic noise contribution quantity of car body parts.

In this paper, the simulation research of flow field characteristics and aerodynamic 
noise distribution of the wheel in both rolling and static conditions are conducted 
through numerical simulation.
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2  Numerical model for vehicle external flow field

2.1  Description of Vehicle Model

In this paper, a vehicle model including the key features of vehicle body such as 
rear view mirror, wheel and side window is established. Due to wheel spokes and 
wheel brake disc disturb the airflow motion when rolling, which will change the 
flow fields, car wheel is no longer depicted by a simple cylinder, but a wheel model 
including spokes, tread grooves and brake disc, as shown in Figure 1. The front of the 
computational domain is 3 times of car length, the rear for 7 times of car length, one 
side is 3 times of car width, height is 5 times of car height [3], as shown in Figure 2.

Figure 1. Three dimensional model

Figure 2. Computational domain

2.2  Mesh for Vehicle Model

This paper uses tetrahedral and triangular prism grid to mesh the computational 
domain. The mesh size of the computational domain is controlled between 3mm and 
40mm by integral control method. In the vicinity of the surface of car body, in order to 
capture the turbulent situation around the body as far as possible, a region surrounding 
car body is established and the grid is encrypted. The unit length of encryption area is 
set to 10mm. Additional, to improve the accuracy of the calculation, the inflation grid 
is adopted in near wall of the body, tires and wheel cover, the inflation layer of the 
body is 5 and the wheel is 3 [4]. The total number of meshes is 12 million. The mesh is 
shown in Figure 3.
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1) Encryption area grid  2) Body inflation grid

  

3) Wheel grid  4) Groove inflation grid

Figure 3. Mesh generation

2.3  Boundary Conditions and Solving Settings

Vehicle motion belongs to the incompressible flow in low speed and the solution of 
this study is based on pressure based solver [6]. First, the steady state calculation 
is carried out by the Realizable ε−k model, and then the transient calculation is 
carried out by the large eddy simulation method.

(1) Inlet boundary: a velocity inlet boundary is set. The vehicle speed is 27.8m/s.
(2) Outlet boundary: outlet boundary is set as pressure boundary.
(3) Wheel and the ground: For rolling wheel, rotating wall is used to simulate 

wheel rolling with a radius of 0.315m and an angular velocity of 88.2rad/s. The 
mobile wall is applied to simulate the movement of the ground and the speed of the 
movement is the same as that of the inlet velocity. For static wheel, car wheels are set 
to the static wall and the ground is still moving wall.

The frequency domain is generally determined by the time step. In the study, 
the maximum frequency is 5000Hz. Due to the maximum frequency of fast Fourier 
transform (FFT) of a time series is 1/(2Δt), the calculation time step is set to 0.0001s. 
The time steps are set to 2000, 20 iterations per time step [5]. So the total computation 
time is 0.2 seconds.
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3  Simulation results and analysis

The pressure distribution around car will affect the aerodynamic noise around car 
surface directly. To analyze car aerodynamic noise, this paper analyzes the pressure 
on the surface of car body firstly. Figure  4 presents the static pressure contours of 
car body surface and wheel. It can be seen that the contour of the wheel is denser, 
the pressure gradient is larger, which indicates that the pressure fluctuation of the 
wheel is intense. This paper will focus on the analysis of the characteristics of the 
aerodynamic noise of the wheel cavity and the far field.

 

Figure 4. Air Pressure distribution of body and wheel surface

Figure 5 and 6 give the velocity vector diagram of longitudinal symmetric cross 
section of rolling wheel and static wheel. Due to wheel rolling motion driving airflow 
attached to tread counterclockwise, the two phase flow between tire tread and the 
wheel cover are encountered mutually. This causes many vortices with different sizes 
and different directions formed between tire tread and wheel cover. When wheels are 
rolling, there are three obvious vortices at the top left of the front wheel as shown 
in Figure 5 (1) marked with 1,2,3. Compared with the rolling wheel, there is only one 
vortex in the stationary front wheel as shown in Figure 5 (2) marked with 1.

Figure 6 gives the velocity vector diagram of wheel cavity of the front rolling 
wheel at different times. It can be seen that vortex is in a constantly changing process. 
In 0.05 seconds, vortex is not obvious. In 0.1 second, three obvious vortices can be 
seen. After which, vortices are broken away. Then they are reformed. The formation of 
vortex in the whole time is in the process of formation, development, disappearance 
and reformation, with the dissipation of energy. It cause the change of the pneumatic 
pressure around car wheel and then lead to the increasing of drag and lift force of the 
whole vehicle in rolling condition. Because the airflow movement of the rear wheel 
is affected by the front wheel, the rear wheels of the two working conditions have no 
obvious vortex.
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1) Rolling wheels

2) Static wheel
Figure 5. Velocity vector of front wheel cavity

  

1) 0.05s  2) 0.1s

  

3) 0.15s  4) 0.2s

Figure 6. Velocity vector at different time
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Rolling wheel not only has an influence on the flow field characteristics of the cavity 
but also affects car aerodynamic noise. The monitoring points are set to analyze the 
noise in wheel cavity. The monitoring point is arranged along the circumference of the 
tire in the longitudinal center of tire and the distance between the monitoring point 
and the tire is 2cm. The monitoring points are distributed with 30 degrees. Because 
the location of the ground can’t be set, there are 11 monitoring points.

From simulation results, it is found that the fluctuating pressure of each 
monitoring point is changed with time in 0-0.2 seconds. The distribution of sound 
pressure level spectrum is similar to the change. In the low frequency region sound 
pressure level drops, and later, with the increase of frequency, the sound pressure 
level keep stable in a certain range. Figure  7 presents the fluctuating pressure of 
vehicle front wheel monitoring point 1 in the rolling situation. The sound pressure 
level spectrum of the rolling front wheel monitoring point 1 is shown in Figure 8.

 
Figure 7. Fluctuating pressure in time domain 

 
Figure 8. Acoustic spectrum 

 
1) Rolling wheels 

 
2) Static wheels 

Figure 9. Sound pressure level distribution of front wheel 

 
1) Rolling wheels   

 
2) Static wheels 

Figure 10. Sound pressure level distribution of rear wheel 

  
Figure11. Layout of monitoring points 

Figure 12. Sound pressure level distribution of car far field 
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Figure 8. Acoustic spectrum
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To superimpose the sound pressure level at each frequency, the total sound 
pressure level of each monitoring point is obtained [7]. The total sound pressure level 
of the front and rear wheel of the rolling wheel and the static wheels are shown in 
Figure 9 and 10. The results show that the value of most monitoring points is 100 dB 
or so. From points 4, 5, 6, 7 corresponding to the velocity vector map, it is shown that 
these places have a large number of vortices, due to the vortex’s constantly formation, 
constantly shedding, make air pressure fluctuating. These lead to the increasing of 
sound pressure level. In addition, it can be seen that the value of sound pressure 
level at monitoring point 9 is all the monitoring point of minimum. This is because 
the special position of the point, when the airflow flowed through the bottom of body 
and met the wheel, the airflow is obstructed, and most of the airflow gathered here, 
led to the accumulation of a large amount of air, the airflow velocity get slower, and 
therefore smaller sound pressure level numerical. The numerical value of the front 
wheel of the stationary case is not the same as the rolling wheel, because the vortex 
generated by the static condition is less, the sound pressure level of the upper part of 
the wheel cavity is smaller than the rolling condition. Similarly, monitoring 9 in static 
situation, sound pressure level is smaller.

In analyzing the sound pressure level of the various monitoring points of rear 
wheel cavity, it is shown that the distribution is not the same as front wheel, the rear 
wheel cavity is not as the same as front wheel to produce more obvious vortices. The 
sound pressure level of the upper part of the rear wheel cavity is lower than that of the 
front wheel due to the absence of intense vortex motion. 
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Figure 9. Sound pressure level distribution of front wheel
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Figure 10. Sound pressure level distribution of rear wheel
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Figure 12. Sound pressure level distribution of car far field

By using the center of car to establish a half arc with a radius of 5 meters and an 
interval of 18 degrees, 11 receiving points with a height of 1.2 m above ground are 
set to study the impact of wheel rolling on the outside car noise. The layout of the 
monitoring points is shown in Figure 11. 

It is shown in Figure  12 that the sound pressure level of rolling wheel at each 
monitoring point in the far field is higher than static wheel. It is shown in the left that 
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the amount of change is small and the sound pressure level at monitoring points 1, 
2, 3 changes are less than 1 dB, which indicates that the wheel rolling has little noise 
impact on the front of the car. But the change of sound pressure level is relatively 
large in the middle body central and the rear car body. It indicates that when the 
wheel in the rolling, it disturbs air flow motion in the middle and rear which led to 
the change of the aerodynamic noise around the body. The sound propagates outward 
and outside and car noise increases in far field.

4  Conclusion

This paper takes into account wheel rolling on the influence of car aerodynamic noise. 
The influence on flow field characteristics and the far field noise is studied through 
numerical simulation system under the condition of rolling and static wheels. From 
the simulation results, the following conclusions can be drawn:
1. The effect of rolling wheels on car aerodynamic noise is illustrated through the 

present research. It not only qualitatively explains the significance of rolling 
wheel, but also gives the quantitive effect at the cavity and the far field of car 
aerodynamic noise.

2. The results also illustrate the flow field characteristics of wheel cavity quantitively. 
It gives the causes producing the change of car noise. The generating process of 
vortices is investigated in detail in the paper. The generating process of vortices 
accompanies with air pressure fluctuating. It is useful for further research on 
ameliorate car aerodynamic noise.
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Jian-xian ZHANG*, Duan ZHOU, Xue-hong QIU, Rui LAI
Hardware/Software Partitioning Algorithm under 
Multi-Constraints for the Optimization of Power 
Consumption
Abstract: An improved particle swarm algorithm with multiple neighborhood 
optimizations was proposed for hardware/software partitioning of system on chip 
under multiple constraints. A method for fitness calculation was designed with the 
unity of multiple constraint conditions and objective function. The particle position 
was updated by the average of the best position for all particles, the individual 
optimal location and the global optimal position. The effect of the average of position 
on particle position was adjusted adaptively according to the number of iterations. 
The multiple neighborhood of the optimal solution was searched for a better solution. 
The variation information of the optimal position was randomly produced by the 
Gaussian function. An arbitrary particle in population would be replaced by the 
variation particle whose fitness was better than the optimal fitness. The experimental 
results show that the proposed algorithm achieves hardware/software partitioning 
with lower power in a shorter searching time under the same constraints.

Keywords: Hardware/Software Partitioning; System on Chip; Particle Swarm 
Optimization; Multi-neighborhood Optimization

1  Introduction

The complexity of system functions is increased by the diverse application 
requirements, while the operation efficiency of the reconfigurable system on chip 
(SoC) is improved by the combination of the processor on chip and reconfigurable 
FPGA resources. Hardware/software partitioning of system has a significant impact 
on system performance. How to obtain an optimal performance of the hardware/
software partitioning solution under system constraints has become a research 
hotspot [1,2].

A variety of hardware and software partitioning algorithms have been proposed, 
such as dynamic programming, integer programming, the genetic algorithm, 
simulated annealing, tabu search, and the particle swarm optimization algorithm. 
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A hardware/software partitioning algorithm based on genetic algorithm (GA) is 
presented for partial dynamic reconfiguration of system-on-chip in [3]. A partitioning 
algorithm of embedded system based on genetic particle swarm optimization is 
proposed in [4], which introduces crossover and mutation of the genetic algorithm 
into the particle velocity updating and improves the global search ability of the 
algorithm. However, the execution time of the proposed algorithm becomes 
longer because of the complexity of the particle update operation. In [5] a greedy 
algorithm is introduced into the simulated annealing to accelerate the convergence 
of the algorithm, reducing the search time for partitioning. An adaptive partitioning 
algorithm based on chaos genetic annealing (ACGSA) is presented in [6] under multi-
performance index constraints. An objective function is designed with different 
proportions of punishment based on the multiple constraints to reduce the system 
power effectively. A hardware/software partitioning based on mixed integer linear 
programming is proposed for the region-based partial dynamic reconfigurable FPGA 
in [7]. A graph reduction technique is proposed to reduce the design space for HW/SW 
partitioning without sacrificing the partition quality [8].

Some scholars resolve the partitioning problem by transforming it into other 
issues. A heuristic approach which treats the HW/SW partitioning problem as an 
extended 0–1 knapsack problem is presented in [9] to minimize the hardware cost 
under software and communication constraints, and tabu search is used to further 
improve the solution obtained by the proposed heuristic algorithm. In [10], three 
algorithms for the multiple-choice hardware-software partitioning with the objectives 
of minimizing execution time and power consumption under the area constraint are 
discussed: the heuristic and tabu search algorithms for proximate solutions as well as 
the dynamic programming algorithm for exact solutions.

The algorithms mentioned above have achieved some optimization effect, but 
some of them require a long time to search for optimization [3,4, ], some do not 
consider the performance constraints [8], while others only consider one constraint 
[5,9,10], thus a poor efficiency and quality of partitioning. We present a hardware/
software partitioning algorithm for power optimization of hardware/software 
partitioning under multiple constraints, design the fitness calculation with the unity 
of objective function and multiple constraints, and introduce an improved particle 
swarm optimization into partitioning algorithm to save the system power and reduce 
the searching time effectively under multiple constraints.

2  Hardware/Software Partitioning System Models

For reconfigurable SoC system hardware and software partitioning, the software 
functions are realized by a processor (soft or hard core) on a chip, and the processor 
area is a certain fixed value. The hardware part is implemented by the field 
programmable gate array (FPGA) logic modules, whose area is represented by the 
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number of logical units for the module occupied. For FPGA-based SoC systems, the 
system function modules which are implemented in hardware or software result in 
corresponding power consumption, occupied area, development cost and execution 
time.

In this paper, the system model is described with the task data flow graph 
(TDFG), and the communication overhead between tasks is combined into the 
execution time of the task node, which simplifies the system model. There are four 
function parameters: the system power, the system area, the development cost and 
the execution time for each task node. For a system with n  functional modules, it is 
assumed that 1 2( , ,..., )nb b b , ∈ib S represents a feasible solution to hardware/software 
partitioning. 0=ib  and 1=ib represent the task is implemented in hardware and 
software, respectively. The power optimization problem of hardware/software 
partitioning can be described as

limit
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For the ith functional module, csi  and chi represent the development cost implemented 
with software and hardware, respectively. ahi stands for the hardware area, and the 
software area is the processor area, which is constant in the process and thus is set 
to zero in the area calculation. tsi and thi  represent the execution time of software 
and hardware, respectively. limitCost , limitArea  and limitTime  represent the constraint 
values of the development cost, the system area and the execution time, respectively.

3  Particle Swarm Partitioning Algorithm With Multiple Neighbor-
hood Optimization

3.1  Particle Position Update

The base particle swarm optimization (PSO) is a global optimization algorithm 
analogous to the food-searching behavior of birds, but it easily falls into local 
optimum. A quantum-behaved particle swarm optimization algorithm is introduced 
to achieve a better result in [11]. To accelerate the particle status update, the particle 
position is updated by removing the particle flight speed parameter and directly 
calculating the mean best position of all particles, the global and local best positions. 
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In this paper, the particle position update formula is improved for hardware/software 
partitioning. With the increment of the number of iterations, the impact of the mean 
best position of all particles on the particle is reduced, so that all particles tend to be 
close to the best location. The particle position is updated by 
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where k and N are the current number and the maximum number of iterations, 
respectively.φ is a random value of uniformly distributed in [0,1]. β is a coefficient of 
expansion and contraction, which is decreased adaptively from 1 to 0.5 according to 
the number of iterations. M stands for the size of the particle population, and mbest  
represents the mean best position of all particles. idp , idpbest  and dgbest represent 
the current position, the individual and the global best position for the dth dimension 
of the ith particle, respectively.

3.2  Fitness Function Calculation

The system constraints are included in the objective function, which simplifies the 
decision process for constraints. The optimization under system constraints can be 
obtained by optimizing the objective function value directly in [6]. In this paper, 
the method is improved to reduce some custom parameters, thus less impact of 
human factors on the partitioning results. The optimal power for hardware/software 
partitioning problem under multiple constraints in (1) can be converted into a specific 
objective function

( )A T C Pmin(Power)  f( ) f( ) f( ) g( )A x x x B x= × + + + ×   (3)

There are two parts of the objective function: the system constraint information and 
the system optimization performance information. 

In the function, f( )x and ( )g x denote the system constraint penalty function 
and the objective performance function, which are specifically defined in (4) and (5), 
respectively. Ax , Tx , Cx  and Px  represent the area consumed, the execution time, 
the development costs and the power consumption for all the system modules. A
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and B determine the ratio of the two parts of the objective function. The feasibility of 
the design is determined by the system performance demand, so A should be greater 
than B.
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where x , Lx , maxx  and minx  represent the performance parameters of system 
functions implemented (power, area, cost and time) corresponding to the current 
value, constraints, maximum and minimum values, respectively. Lx is a value between 
the minimum and maximum values, which can be regulated by the constraint factor 
µ . The different performance indexes may not be bound by the same factor. α is a 
penalty factor. K is a constant greater than 1, which is set to be 100 in the experiment. 
All parameters should be normalized because of different performance parameters 
at different magnitudes. The exponential function based on e and the penalty factors 
are used to make a larger penalty to the solution which does not meet the constraints, 
while the feasible solution is spared. 

Among solutions that meet the constraints, the constraint value is much smaller 
than the value of default constraints, but the power consumption is not optimal. 
For example, with the same area, shorter running time comes along with higher 
power consumption. In addition, the module performance of the hardware modules 
implemented with FPGA is primarily improved through the parallel structure, which 
means that the parallelism is improved by increasing the system area and reducing 
the running time to reduce the power consumption. So the optimal partitioning is 
the one that exactly meets the system constraints, when the value of the objective 
function is the minimum.

According to the calculation value of the objective function, the calculation result 
that does not satisfy the constraints will be greater than the one that satisfies the 
constraints. The smaller the function value, the lower power the solution obtained 
consumes. Therefore, this paper takes the objective function as the fitness function of 
the particle to search for a particle with the smallest fitness, which is hardware and 
software partitioning solution with the lowest power.
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3.3  Multi Neighborhood Optimization For Optimal Value

For better accuracy and convergence rate of the optimal solution, multiple 
neighborhoods of optimal value are searched for a better solution. One of the 
neighborhood positions is changed by the Gaussian random function each time, so 
a neighborhood particle of optimal value is obtained. The specific procedures are as 
follows.
Step 1:  A randomly-generated mutated position i is changed by using the Gaussian 

distribution function to obtain a new particle kpx ( =1,2, , )⋅ ⋅⋅k R .
Step 2:  The fitness kxfit of the particle kpx  is calculated using (3). If kxfit is smaller 

than the best fitness gfit , one particle of the population will be replaced by 
kpx  randomly to increase the population diversity. 

Step 3: The operations above are executed iteratively, until k = R.
Step 4:  Assume { }1 2min , , ,∗ = ⋅⋅ ⋅ Sxfit xfit xfit xfit , for ∗ <xfit gfit , ∗=gfit xfit , gbest

will be updated as the particle position.

3.4  Algorithm Process

The proposed multi-neighborhood particle swarm optimization (MNPSO) partitioning 
algorithm is improved based on the quantum-behaved particle swarm optimization 
algorithm, searching multi-neighborhood of optimal solution to improve the local 
searching ability of the algorithm. The specific steps of algorithm are as follows,
Step 1:  Population initialization. Each particle is composed randomly of 0 and 1, 

which are produced by the random function ()rand  for 2 modulo arithmetic.
Step 2:  The performance parameter information of system task is read from the task 

file. Each particle is combined with every task to obtain the performance 
parameters.

Step 3:  The fitness of each particle is computed by (3), and the individual best position 
pbest  and the global best position gbest  are selected.

Step 4:  If the end conditions (the maximum number of iterations or the number of the 
optimal value which hasn’t changed) are met, go to Step 8. Otherwise, go to 
Step 5.

Step 5: The mean position of all the particles mbest is calculated. 
Step 6:  The global best solution gbest  is searched for multi-neighborhood by multi-

neighborhood optimization algorithm.
Step 7:  The particle position is updated using (2), and the fitness of each particle is 

computed by (3). gbest is updated. Return to Step 4.
Step 8:  The hardware/software partitioning result with optimal power is obtained, 

and the position information of gbest is output. 
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4  Experimental Analysis

In this section, the experimental results of the proposed approach are presented. 
The MNPSO algorithm is implemented in C language to evaluate the algorithm 
performance. Our approach is compared with the approaches GA, PSO and ACGSA 
by several experiments. There are 8 randomly generated TDFGs (using the TGFF tool) 
in which the number of nodes varies from 60 to 2000. For each graph, there are 4 
different values which represent the power, area, cost and time for each task node. 
The parameters of objective functions A and B are set to be 0.6 and 0.4, respectively. 
The experiments are conducted on a PC with an Intel i7-2640 2.8GHz CPU and 4GB 
RAM main memory. Our simulator is developed in Microsoft VS2010 on the Windows 
7 32bit operating system.

Random tasks of 200 nodes are tested by the MNPSO algorithm for 100 times to 
show the effect of different constraints on the partitioning results. The constraint 
factor of the development cost is set to be 0.8. The constraint factor of the system area 
grows from 0.125 to 1.0, and the constraint factor of the execution time increases from 
0.2 to 0.8. The experimental results are shown in TABLE I. The symbol “√” indicates 
that the solution that satisfies constraints can be found each time, and the symbol 
“×” indicates that there is no solution that meets the constraints. The numerals in the 
table represent the number of found solutions that satisfy the constraints among 100 
searches, as shown in Table 1.

Table 1. Effect of different constraints on the partitioning results

Constraints T (1/ 5)µ T (2 / 5)µ T (3 / 5)µ T (4 / 5)µ

A (1/ 8)µ × × × ×

A (2 / 8)µ × × × ×

A (3 / 8)µ × × 1 59

A (4 / 8)µ × × √ √

A (5 / 8)µ × √ √ √

A (6 / 8)µ × √ √ √

A (7 / 8)µ √ √ √ √

A (1)µ √ √ √ √

The more stringent the constraints, the lower probability for solutions that can meet 
constraint conditions to be found. For the same time constraint factor T (4 / 5)µ , there 
is a probability of 59% to obtain a solution under the area constraint factor A (3 / 8)µ , 
but there is no solution that satisfies the constraints under some smaller area 
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constraints (indicated by "×"), and under a larger area constraints, the probability is 
100% to find a solution that meets the constraints (indicated by "√").

The GA, PSO, ACGSA and MNPSO algorithms are implemented with several 
tests for the power optimization of hardware/software partitioning under the time 
constraint factor T (4 / 5)µ and the cost constraints factor C (4 / 5)µ . Each test runs 100 
times to calculate the average power consumption of optimal partitioning solution, as 
shown in Table 2.

Table 2. Table Type Styles

Nodes Max 
Power Area constraint factor A (1/ 2)µ

Area constraint factor A (3 / 4)µ

GA PSO ACGSA MNPSO GA PSO ACGSA MNPSO

60 23.4 21.99 21.99 21.85 21.85 21.33 21.23 21.08 21.08

120 44.5 41.68 41.63 41.33 41.33 40.46 40.32 39.93 39.93

200 82.67 74.85 74.35 73.12 72.80 71.51 69.66 68.23 68.12

300 141.34 123.32 122.14 119.34 118.57 115.92 112.00 108.26 107.81

500 255.68 213.45 212.43 207.15 205.33 198.63 191.88 182.61 181.37

800 452.68 368.49 365.85 354.29 351.08 335.84 326.68 305.21 302.73

1000 610.37 485.35 481.43 462.60 458.54 437.33 423.94 388.45 385.42

2000 1516.68 1123.42 1118.96 1072.56 1062.65 1022.81 988.81 853.45 846.55

When the task system is small-scale (less than 300 nodes), the power of partitioning 
results are obtained by the four algorithms are close. With the increasing size of the 
system, the difference between the algorithms is gradually displayed. When the 
area constraint factor is stringent ( A (1/ 2)µ ), the GA falls into the local optimal 
value more easily than the other three algorithms. When the area constraint factor 
is loose ( A (3 / 4)µ ), the GA algorithm is converged prematurely due to the lack of 
local searching ability, while the PSO algorithm obtains a solution with lower power 
consumption due to the larger flying space of the particle. The local search ability 
of ACGSA is enhanced by introducing the chaos, annealing, and other optimization 
strategies, thus better results by the ACGSA. But the proposed MNPSO algorithm 
achieves a even better solution with lower power consumption than the other three 
algorithms under different sizes and different constraints of system, for searching 
multi neighborhood of the optimal solution. With the increase of the system size, 
more power consumption is reduced. Further, since the power consumption of FPGA 
is reduced by increasing the system area, a smaller area constraint leads to a higher 
power consumption, a fact verified by the results shown in Table 2.

In order to analyze power consumption saving, the power consumptions in 
Table 2 are compared with the maximum power of the same system size under the 
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area constraints factor A (3 / 4)µ , as shown in Figure 1. With the increase of the system 
size, the power consumption of hardware /software partitioning solution obtained by 
each algorithm is continuously decreased. For the task system with 60 task nodes, 
the GA and PA achieve power reductions of 8.8% and 9.2%, respectively, and the 
other two algorithms reduce power consumption by 9.9%. For the task system with 
500 task nodes, compared with the maximum power, the power obtained by the GA, 
PSO, ACGSA and MNPSO algorithm are much lower, saving 22.3%, 24.9%, 28.6%, and 
29.1% power, respectively. For the task system with 1000 task nodes, the power by all 
the four algorithms is reduced more than 28%, with the MNPSO achieves the greatest 
reduction of power (36.9%). When the task nodes are increased to 2000, the power by 
the four algorithms is reduced more than 32%, with the MNPSO algorithm reducing 
by up to 44.2%. Compared with the ACGSA, GA and PA, the MNPSO achieves power 
reduction increases of 0.5%, 9.4% and 11.7%, respectively.

According to the algorithm time complexity analysis, the computational 
complexity of the GA, PSO, ACGSA and MNPSO are ( )× ×O N n m , where N is the 
number of loop iterations, n is the population size, and m represents the number 
of task nodes. Since the crossover and mutation operation of genetic algorithm are 
executed for the entire population, the searching time of the GA is approximately 
twice the time of the PSO. The chaos and the annealing optimization algorithms are 
introduced into the ACGSA based on the genetic algorithm which takes the longest 
time for searching. A better partitioning solution is obtained at the expense of the 
search time. Although the multi-neighborhood searching of the optimal solution is 
introduced into the MNPSO algorithm in this paper, its computational complexity is 
much smaller than the population size, so that the searching for the optimal solution 
is significantly accelerated. The searching time of the proposed algorithm is less than 
the time of the other three algorithms.

Figure 1.  Ratio of saving power consumption for the partitioning algorithm results.
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This paper compares the searching time of four algorithms under the area constraint 
factor A (3 / 4)µ , as shown in Figure  2. With the growth of the system size, the 
algorithm searching time increases, where the searching time of the ACGSA grows the 
fastest, and that of the MNPSO grows the slowest. 

When the task system is small-scale (less than 300 nodes), except the ACGSA, the 
time of the other three algorithms is very closer, i.e., less than 1s. For 300 task nodes, 
the searching time of the ACGSA is the longest, i.e., more than 1.7s, and the time of 
GA is close to 1s, while those of the PSO and the MNPSO are less than 0.5s and 0.3s, 
respectively. Although the ACGSA has better optimum performance, it takes a long 
time to search. Less searching time is needed by the proposed MNPSO algorithm due 
to the strong astringent properties, with a longest searching time of less than 2s.

Figure 2.  Comparison of algorithm searching time.

According to the obtained experimental results, the MNPSO achieves the optimal 
partitioning solution most quickly. For the system with 2000 task nodes, when the 
factors of the time constraints and the cost constraints are 0.8, and the area constraint 
factor is A (3 / 4)µ , the MNPSO achieves a 44.2% power reduction in 1.9s, while by GA it 
takes three times as long to achieve a 32.5% power reduction, by PSO it takes 2.3 times 
as long to achieve a 34.8% power reduction, and by ACGSA it takes 4.1 times as long to 
achieve a similar power reduction, which is still 0.5% lower than that obtained by the 
MNPSO. Therefore, in terms of the optimal power for hardware/software partitioning 
search algorithms, the MNPSO algorithm is a time-saving partitioning algorithm.
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5  Conclusion

This paper proposes a multi neighborhood particle swarm optimization algorithm 
for the optimal power of hardware/software partitioning under multiple constraints. 
The mean best position of all particles is introduced into the particle position 
status updating, and the optimal solution is searched for better solution in multi-
neighborhood to expand the local search capacity. The Gaussian distribution is used 
to generate mutated position information and increase the population diversity. A 
multi-constraint penalty function is integrated into the calculation of the objective 
function, speeding up the searching of partitioning solution under the system 
constraints. Experimental results show that the algorithm effectively achieves 
hardware and software partitioning for power optimization. Compared with the GA, 
PA and ACGSA, the proposed algorithm achieves a better partitioning solution with 
lower power consumption in shorter time under multiple constraints.
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Abstract: Under the condition of voltage and current waveform distortion, in order 
to make the metering fair and rational, this paper proposed measurement model of 
fundamental wave plus harmonics wave and the distortion power algorithm. Studied 
and compared two measurement models, namely fundamental wave and full wave, 
a mixed measurement model of fundamental wave plus harmonic wave is proposed. 
Then, the distortion power calculation formula and algorithm are proposed based 
on the definitions recommended in IEEE Std 1459-2010, and analyzed the feasibility 
of the proposed method in combination with the existing smart meter technology. 
By field measuring data validated that, the proposed distortion power metering is 
necessary and the algorithm is practical. 

Keywords: distortion power; metering algorithm; smart meter; field recorded data 
validation

1  Introduction

The electrical energy metering, as the main evidence of economic accounting in 
power grid, its accuracy and rationality is related to the economic benefits of power 
supply and demand [1,2]. With the development of power electronics technology, 
more and more nonlinear load were connected to power grid and produced a large 
number of harmonic,that has an passive affect on the rationality of smart meter 
which is designed for using in the traditional sinusoidal fundamental frequency [3-5]. 
Therefore, it is necessary to study the power measurement algorithm of nonlinear 
load, and the key point is the distortion power metering algorithm.

At present, a lot of researches have been carried out on the definition and metering 
of distortion power, but still have some controversy. IEEE Std 519-2014 [6] specifies 
maximum limits for the harmonic current and harmonic voltage magnitudes, but 
can not meter distortion power accurately just by these values. Budeanu described 
distortion power as the remaining quantity of apparent power, active power and 
reactive power [7], the definition of distortion power meet power conservation 
relationship, but do not possess the attributes which can be related to the power 
phenomena in circuits with nonsinusoidal waveforms [8]. Fryze proposed a definition 
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of current component [9], which is clear and correct in physical and mathematical, but 
not revealing all the details of the instantaneous power and not representing the true 
mechanism of energy transfer to the load. Depenbrock improved on Fryze’s method, 
creating a more detailed current component [10], he defined distortion current equal 
difference between wattles current and fundamental reactive current, but not gave 
complete physical explanation. Czarnecki’s model is more complete, can explain the 
power flow in detail [11], but the complexity of the decomposition method also make 
it difficult to implement in practical project.

Based on the recommended definitions of distortion power in IEEE Std 1459-2010 
[12], which meet the electromagnetic distortion energy flow physics laws when voltage 
and current occur distortion, this paper proposed the distortion power metering 
algorithm, and analyzed the feasibility in combination with the existing smart meter 
technology. As a case study, field recorded dada in one iron and steel plant is used to 
validate the proposed distortion power metering algorithm.

2  Measurement model

Established a single-phase circuit with nonlinear load and linear load, as shown in 
Figure 1. AC represent a sine alternating current source, which amplitude is 100 V. The 
ideal rectifier diode D series resistance R3 is used to represent the nonlinear load. The 
value of R1, R2 and R3 equal 2Ω , 10Ω and 10Ω , respectively.

AC

R1

R2

R3

Di1
i2 +

-

u

Figure 1. Single phase circuit model including linear and nonlinear loads

Perform Fast Fourier Transform (FFT) on the voltage and current data of linear and 
nonlinear loads as follows

21
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( ) ( )

N j n
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n
X k x n e

π− −

=

= ∑  (1)

The results are showed in Table 1. Using the data of Table 1, calculated power value of 
linear and nonlinear load in the measurement model of fundamental wave and full 
wave, respectively. The results are showed in Table 2.
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Table 1.  Current and voltage data

U Current of linear load I1 Current of nonlinear load I2

Amplitude(V) Phase angle Amplitude(A) Phase angle Amplitude(A) Phase angle

0th 3.79 270 0.379 270 2.273298 90
1th 77.38 0 7.738 0 3.571 0

2th 2.5225 90 0.2523 90 1.5155 0

4th 0.0164 90 0.00164 90 0.3032 0

6th 4.5911 E-05 90 4.5911 E-06 90 0.1230 0

8th 7.3458 E-08 90 7.3458 E-09 90 0.0721 0

RMS 77.514 — 7.751 — 4.509 —

Table 2. Power values 

Linear load Nonlinear load

Fundamental wave P1 598.76 276.32
Q1 0 0

Full wave P 600.84 267.71

Q 0 3.83

S 600.84 349.54

Where

1 1 1 1cosP V I θ=  (2)

0 0
cos

N N

h h h h
h h

P P V I θ
= =

= =∑ ∑
 (3)

As it can be seen from Table. 2, under the measurement model of full wave, linear load 
absorb fundamental and harmonic power and they are in the same direction, thus 
metering result is greater than fundamental power; nonlinear load absorb fundamental 
power and inject harmonic power, the metering is lesser than fundamental power. 
In other words, nonlinear load inject harmonic that pollute power grid, at the same 
time, the metering result is lesser. Therefore, the measurement model is unfair.

Under the measurement model of fundamental wave, linear and nonlinear load 
both only be metered fundamental wave. It is fair for linear load, but neglect the 
harmonic pollution that nonlinear load produced.

In conclusion, the rationality of the measurement model of full wave and 
fundamental wave both exist shortcoming, cannot satisfy requirement of metering. 
Thus, the measurement model of fundamental wave plus harmonic wave is another 
choice, but still need study distortion power definition and metering algorithm.
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3  Distortion power metering algorithm

3.1  The recommended definitions in IEEE Std 1459-2010 

Under stationary conditions, voltage and current that occur distortion can be 
decomposed into power frequency component and the rest of the component, be 
represented by v1, i1, vh and ih, respectively. Power frequency voltage components as 
reference, then 

1

1

h

h

v v v
i i i
= +

= +   (4)

Where: 

1 12 sinv V wt=   (5)
0

1
2 sin( )h h h

h
v V V hwt α

≠

= + +∑
  (6)

1 1 12 sin( )i I wt θ= −
 (7)

0
1

2 sin( )h h h
h

i I I hwt β
≠

= + +∑
 (8)

With the root mean square (RMS) value can be represented as:
2 2 2 2 2

1
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;H H h
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V V V V V
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According to type (9) and (10), apparent power can be decompose as follows

2 2 2 2 2 2 2
1 1

2 2 2 2
1 1 1 1

2 2 2 2
1

( )( )
( ) +(V I ) +(V I ) +(V I )

H H

H H H H

I V H

S V I V V I I
V I

S D D S

= = + +
=
= + + +  (11)

Where DI, DV and SH are defined as current distortion power, voltage distortion power 
and harmonic apparent power, respectively.

In the type (11), harmonic apparent power can be decomposed into two 
component, namely active harmonic power PH and distortion power DH, respectively.

2 2
H H HS P D= +   (12)

Where

1
cosH h h h

h
P V I θ

≠
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  (13)
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Total harmonic voltage and current distortion is defined as:
2

2
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2

2
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∑
 (14)

According to type (12) to (14), distortion power can be calculated as follows
2 2 2 2

1 ( ) ( )H V I HD S THD THD P= −  (15)

Based on the definition of IEEE Std 1459-2010, apparent power decomposition as 
shown in Figure. 2.

DI

DV

SH

S

S1

SN

P1

Q1

PH

DH

Figure 2. Apparent power decomposition based on IEEE Std 1459-2010

3.2  Distortion power metering in smart meter

The common smart meter is composed of measurement, data processing, 
communication and other units. The electric energy metering chip can measure and 
store the real-time voltage and current data. In the case of RN 83208 metering chip, 
can chose sample frequency 6.4 kHz, and it will meet the needs of harmonic analysis 
in the scope of 64 harmonic frequency spectrum, according to the Nyquist sampling 
theorem. The chip can store data of voltage, current, fundamental apparent power 
and apparent power. 

According to type (13), calculate distortion power DH need known the value of 
fundamental apparent power S1, total harmonic voltage distortion THDv, and total 
harmonic current distortion THDI. Therefore, smart meter only need to perform FFT 
on the voltage and current data, and then acquisition amplitude and phase of voltage 
and current in each frequency spectrum. After calculate THDv, THDI and PH, get further 
calculate distortion power DH according to type (15). The distortion power algorithm 
flow as shown in Figure 3.
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Calculate DH 
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(15)

Figure 3. The algorithm flow chart of distortion power

4  Field test verification

In this section, the practical of the proposed distortion power algorithm is evaluated 
by using the actual field recorded dada. The field measurement was carried out at a 
refining furnace in one iron and steel plant in 2 hours, the sample frequency is 1000 
Hz. Considering the recommended in IEC Std 61000-4-30 [13], data processing per 
200 ms, calculate and record the full wave and fundamental wave apparent power. 
According to Figure 3, the FFT is applied to acquisition amplitude and phase of 
voltage and current in each frequency spectrum, total 36,000 groups of data. The 
value of THDV and THDI as shown in Figure 4. Refining furnace is arc load and is the 
main harmonic source in iron and steel plant. The result show that the maximum of 
THDv and THDI is 4.09% and 92%, respectively.

Using the calculated data of THDV and THDI, included the measurement data of 
the full wave and fundamental wave apparent power, calculated distortion power DH 
according to type(15). The Result of full wave and fundamental wave apparent power 
and distortion power are showed in Table. 3.

As it can be seen from Table 3, the maximum of distortion power DH is 38.41 kW 
in the test period, and the average value is 11.35 kW. Assumed the refining furnace 
work 5000 hours in a year, calculate by the average value in the test period, then the 
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distortion energy of the refining furnace is 56772 J. Illustrates that it will cause unfair 
metering and economic loss if neglect distortion energy.

From Figure 3, this paper proposed the distortion power algorithm based on IEEE 
Std 1459-2010 is clear and easy to implement just need to improve exist smart meter.
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Figure 4. The trend chart of THDV and THDI

Table 3. POWER VALUES FOR FURNACE

Maximum (kW) Minimum (kW) Average (kW)

S 10584.63 636.07 3455.36
S1 9377.49 553.01 3584.67

DH 38.41 1.42 11.35

5  Conclusion

(1)  By simulation a simple system model with linear and nonlinear load, proved 
that the irrationality of the measurement model of fundamental wave and full 
wave, and then proposed a measurement model named “fundamental wave plus 
harmonic wave”, and the distortion power metering is the key;

(2)  According to the recommended definitions of distortion power in IEEE Std 1459-
2010, considered the existing smart meter technology, this paper proposed the 
distortion power metering algorithm.

(3)  Through field test validated that, the proposed distortion power metering algorithm 
is reasonable and feasible. 
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Gui-tian GONG*, Hai-feng CHEN 
Study of the Influence of the Diode Ideality Factor on 
the Si Solar Cell
Abstract: This paper studies the influence of the Diode Ideality Factor n values on the 
characteristics of a Si solar cell. It focuses on the influence of different n values on the 
output result respectively in a standard and different environments. Based on the I-V 
and P-V curves obtained from the simulation using MATLAB software, a mathematical 
model of solar cells is obtained. It is found that n value is linearly related to the 
maximum output power and the influence of difference n value on maximum output 
power is significant under the different illumination and temperature.

Keywords: component; diode ideality factor; model; power

1  Introduction

The solar cell has been greatly developed as a clean and renewable energy technology 
in recent years. Due to the effect of temperature and light intensity on power generation, 
its curves of I-V and P-V both present nonlinear variations. Under the condition without 
considering the environment, the factors influencing the output characteristic curve 
also include solar cell materials, equivalent series-parallel resistance and diode 
ideality factor and etc. In the literature [1-3], all of the simulations of solar cells ignore 
the influence of solar cells’ characteristics on the output power and just focus on the 
influence of external temperature and illumination on the I-V and P-V curves. In the 
literature [6], the photo-generated electromotive force in solar cells is mentioned to 
cause the forward bias for a PN junction and then generate a leakage current flowing 
through the diode. It also found that the size of the diode-ideality-factor n depends 
on the size of the leakage current. However, the value of n is often an artificially fixed 
value in the above literatures. Because n influences the simulation process and its 
different value should lead to the different simulation results. So it is necessary to 
study the influence of n on the output results of the simulation. 

This paper investigates the influence of n on the simulation for solar cells in 
MATLAB/Simulink environment. Under different n values, the simulation of I-V and 
P-V output curves of solar cells are simulated. More details are shown in the following 
sections.
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Electronic Engineering, Xi’an, China, E-mail: 328335060@qq.com
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2  Classical I-V model of solar cells and ideal factor n

The I-V equation of solar cell can be given according to the equivalent circuit[3].
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Where, RS means the equivalent series resistance and RP is the equivalent parallel 
resistance. n is the diode ideality factor and k is the Boltzmann constant. q is the charge 
constant. Ns and T are the number of series unit and the battery temperature(°F), 
respectively. 

From the I-V equation, it can be concluded that the values of IL, IS, RS, RP, NS must 
be obtained at first in order to get the I-V curve. However, those values are all sensitive 
to specific environment, battery temperature and illumination intensity. Generally 
speaking, their values under the specific circumstances can be calculated via the 
equations in the [1,2,7]. 

The simulation model built in the MATLAB/SIMULINK can be obtained under the 
condition of corresponding solar cells I-V, P-V curves.

It can be concluded from (1) that the diode ideality factor n is another reference 
which can influence the I-V characteristic. However, in most cases the value of n given 
in the simulation does not regard to its influence on the simulation result. And this 
thesis will give analysis to the different values of diode ideality factor.

There is a leak current in the real solar cell due to the forward bias of PN junction 
caused by photo-induced voltage, which flows in the opposite direction of the light-
generated current, offsetting part of light-generated current. At the time of I-V curve 
fitting, superposition is conducted to two diodes to simulate the dark features of solar 
cell. IS1 is used to denote the recombination saturation current flowing through the 
body area or the surface trap level, and the corresponding n=1; IS2 is made to denote 
recombination saturation current flowing through PN junction or crystal boundary 
depletion region, and the corresponding n=2. Thus the I-V curve can be interpreted 
as[6]:
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It can be seen from (2) that different n values lead to different maximum power output. 
Thus it is important to choose a reasonable value of n for carrying out simulation to 
solar cell.

3  Simulation and analysis of ideality factor n 

According to the aforementioned mathematical modeling, the simulation modeling 
on solar cell can be carried out in the MATLAB/Simulink environment. This thesis 
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hereby simulates the solar panel. Detailed references of the panel are available in 
table (1) below:

Table 1.  Detailed references of solarex msx60 solar panel

TYPE solarex MSX60

Max-power Pm(w) 60
Max-power Voltage Vm(V) 17.1

Max-power Current Im(A) 3.5

Open-Circuit Voltage Voc(V) 21.0
Short-Circuit Current Isc(A) 3.74
Isc Temperature Coefficient (%/°C) 0.24

Voc Temperature Coefficient (%/°C) -0.22

Through the simulation, the I-V and P-V output characteristic curves under the 
different n values are all in standard environment (T = 25°C, illumination intensity S 
= 1000W/m2). The results are shown in the Figure 1 and Figure 2.

From the Figure 1 and Figure 2, it can be seen that in a standard environment, 
the curvature degree of I-V curve decreases with the increase of n value. The smaller 
the n value is, the more similar the curve is to a rectangle. And the greater the n value 
is, the more similar the curve is to a triangle. It can see from Figure 1, the P-V curve 
approaches its maximum power point when n=1, and the maximum output power 
decreases linearly with increasing n. Figure 3 abstracts the total maximum powers 
under the different n from Figure 1 through integration, as shown in Figure 3.
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Figure 1. Simulated I-V curves at different n
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Figure 3. The output total power curve of different n value

From Figure  3, the solar cells total output power decreases with increasing n. It is 
found that the total maximum powers has the linear relationship with the n. The 
linear relationship is as following:

bnaP +×=   (3)

Where a and b are the coefficients. a is the slope of the line and is -1.77 in this 
paper. b is the intercept of the fitting line and the different solar cells with different 
b values. 
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Under the standard environment, the n value should influence the I-V and P-V 
curves of solar cells. But the temperature and illumination intensity are changing all 
the time in an actual environment. So the maximum output power of different n value 
at 25°C under the different illumination intensity is as shown in Figure 4. 

Figure 4. Maximum power of different n value at 25 °C under the different illumination intensity

It can be seen from Figure  4 that the illumination intensity influences the output 
power much more than n. But to maximize the conversion efficiency of solar cells, 
the selection of n value is very important. From Figure 4, it can be also seen that the 
growth rate of maximum output power corresponding to the illumination intensity in 
the case of n between 1 and 1.3 is maximum.

Figure 5. The maximum output power of different n value under the illumination intensity of 
S=1000W/m2 at different temperature

Figure 5 shows the maximum output power of different n value under the illumination 
intensity of S=1000W/m2 at the different temperature. From Figure 5, it can be seen 
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that when the temperature and n value influence the maximum output power under 
certain illumination intensity, the temperature plays the leading role. The lower the 
temperature is, the larger the maximum output power will be. However, it can also be 
seen that the growth rate of maximum output power corresponding to the temperature 
under the n between 1 and 1.3 should be the maximum.

Combined with the results of Figure  4 and Figure  5, an important conclusion 
about the influence on the output characteristics of solar cells is given as following: 

Illumination-intensity > temperature > n

On the basis of the analysis of actual situation and simulation results, it can be 
seen that the diode ideality factor n cannot be 1 when the recombination saturation 
current flowing through the body area or the surface trap level and recombination 
saturation current flowing through PN junction or crystal boundary depletion region 
exist together. Therefore, in the actual situation, it is necessary to improve the 
illumination intensity and make the n value between 1.1 and 1.3 in order to achieve 
the maximum conversion efficiency of PV cells.

4  Conclusion

This paper discusses the influence of different n on the output characteristics. It set 
up a model and do the simulation under the MATLAB/SIMULINK environment. The 
simulation results shows that n values influence the I-V and P-V output characteristics 
of solar cells. Further, it is found that n value is linearly related to the maximum output 
power and the slope is -1.77, and the influence of difference n value on maximum 
output power is significant under different illumination and temperature.

The results of this paper should be helpful for the studies of characteristics of a 
Si solar cell.
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Application of the Haar Classifier in Obstacle Target 
Detection
Abstract: Aimed at obstacles on 500kV high voltage transmission lines, such as 
shockproof hammers, spacers and suspension clamps, a strong classifier with high 
recognition accuracy and fast speed is proposed in this paper by using a collection 
of video files, extracting Haar-like features of the target object, and combining the 
optimal weak classifier through a filter cascade. In the process of feature extraction, 
extended Haar-like features and the integral graph method with high efficiency are 
applied. The experimental results show that the Haar classifier can achieve high 
accuracy and fast speed in the detection of obstacles on high voltage transmission 
lines.

Keywords: Haar classifier; Adaboost algorithm; Object detection

1  Introduction

In today’s rapidly developing societies, the need for electricity has penetrated all 
aspects of life such that a high quality and reliable power supply is essential. High 
voltage transmission lines are the main long-distance power transmission mechanism 
and one of its basic requirements is security and stability. However, power lines and 
tower annexes are completely exposed, causing many security risks. Due to the long 
duration of mechanical tension, wind and sun, aging of materials, broken stock, 
wear, corrosion and other phenomena often arise that will cause huge losses if they 
are not attended to in time. That is the reason why there is a focus on research into 
power system disaster management in most countries around the world [1]. In order to 
be able to identify potential problems in a timely manner, it is necessary to regularly 
inspect transmission lines. At present, in addition to the traditional high voltage line 
inspection methods, such as the artificial visual method and the helicopter aerial 
survey method, a most popular way is the inspection robot [2]. The principle [3] is the 
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use of a camera that is mounted on the inspection robot, shooting the pictures needed, 
passing them to a computer for analysis and processing, and then making them 
available for judgment. However, the inspection robot will inevitably encounter some 
attachments in the process of walking, such as shockproof hammers, spacers, and 
suspension clamps. It is therefore necessary to recognize these types of attachments 
in time to perform the relevant operation to safely cross them.

Haar-like features combined with the Adaboost classification are very successful 
for face detection [4-6]. The Haar feature is a simple rectangle feature in the face 
detection system introduced by Viola [4] and Jones [5] and is so named because it 
is very similar to the Haar wavelet. A Haar-like wavelet feature and integral graph 
method based on the Adaboost algorithm is used to perform object detection. Viola and 
Jones were not the first to use the proposed wavelet feature, but they designed a more 
effective feature for face detection and did a cascade for the strong classifiers trained 
by Adaboost. A vehicle identification algorithm based on the class Haar feature and 
improved Adaboost classifier was designed by Xuezhi Wen et al. [7], which got good 
results both in training time and recognition performance. Learning from the success 
of the Haar classifier in the above fields and considering the specific conditions of the 
high voltage transmission lines, the class Haar feature and the Adaboost classification 
algorithm are applied to the identification and detection of shockproof hammers, 
spacers, and suspension clamps. The experimental results show that this method can 
achieve a good detection of specific objects and a satisfactory result is obtained in 
terms of speed and accuracy.

The whole algorithm includes two aspects: the training process and the recognition 
process. The training process mainly has two aspects: one is to extract the feature that 
plays a key role in classification detection from video images, while the other one is 
to prepare the Adaboost classifier for the recognition process. The recognition process 
firstly extracts Haar-like features from the test samples, and inputs them to the Adaboost 
classifier to detect the existence of the target. The algorithm structure is shown in Figure 1.

2  Obstacle target image training

As shown in Figure 1, the target training process mainly involves four aspects: 
preliminary processing of the image, integral graph calculation, Haar-like feature 
extraction, and Adaboost classifier training. A trained classifier detector provides 
Haar-like feature information and the classifier for the identification process.

Main points of the Haar classifier algorithm are as follows:
1. Using Haar-like features to perform the testing.
2. Using Integral Image to accelerate the evaluation of Haar-like features.
3. Using the Adaboost algorithm to train a strong classifier to distinguish between a 

target and non-target.
4. Using filtered cascade to combine the strong classifiers to improve accuracy.
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Figure 1. Algorithm chart

2.1  Preliminary Processing of Images and Calculation of Integral Image

Three target objects are extracted from the captured video images, with gray scale 
operation, and normalized to 30x30. Three kinds of target object image are shown in 
Figure 2.

  

Figure 2. Three kinds of obstacle image

Integral graph plays a very important role in the process of this algorithm as it is the 
real-time assurance of Haar classifier in the detection of targets. Encountered with 
each sample images or each sub-window image, the key problem is how to calculate 
the eigenvalue of the current sub-image in both Haar classifier training and target 
detection. Before training, there is no way of knowing how to arrange Haar-like 
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features in one window to better reflect the characteristics of the target. These entire 
features can only be obtained through the permutation and combination exhaustive 
method. However, taking the most basic four features put forward by Viola as an 
example, any arrangement in a window size 30 x 30 can produce at least thousands of 
features, and evaluation of these features requires a very large amount of calculation. 
However, integral graph is a fast algorithm for calculating pixels in all areas of the 
image based on scanning the image one time, and it can greatly improve the efficiency 
of image eigenvalue calculation.

Integral graph is a matrix representation method to describe global information. 
Integral graph is that the value ii(i,j) of the location (i,j) is constructed from the sum 
of the pixels in the top left corner of the original image (i,j).

,
i i ( i , j ) = ( , )

m i n j
f m n

≤ ≤
∑   (1)

Integral Figure construction algorithm [6]:
1. Let s(i,j) represent the cumulative sum of the row direction, and initialize s(i,-1)=0
2. Let ii(i,j) represents the integral image, and initialize ii(-1,i)=0
3. Scan the image line by line; calculate s(i,j) of each pixel (i,j) and the values of 
integral image ii(i,j)

( , ) ( , -1)+ ( , )s i j s i j s i j=   (2)
( , ) ( 1, ) ( , )i i i j i i i j s i j= − +   (3)

4. Scan the image one time and when reaching the right bottom corner of the image 
pixels, the integral image ii(i,j) construction is done.

After constructing the integral graph, the cumulative pixel sum in any image 
matrix region can be obtained by a simple operation, as shown in Figure 3.

A B

C D

Figure 3. Calculating the cumulative pixel sum in any image matrix region

Let α, β, γ, δ respectively represent D’s four vertices, and the pixel sum of D can be 
expressed as:

( ) ( ) [ ( ) ( ) ]sumD i i i i i i i iα β γ δ= + − +   (4)

Haar-like feature value is the difference between the pixels sum of two matrices, 
and can be done in constant time.
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2.2  Haar-Like Feature Extraction

Haar-like feature is defined as the difference of the summation of image pixel value 
in the adjacent area. It reflects the gray change of local characteristics in the image 
to be detected [7]. We can find it from equation (4) that by introducing the concept of 
integral image, the extraction rate of haar-like features is greatly improved. 

Viola et al. [4,5] proposed four basic rectangle features, as shown in Figure 3. 
Lienhart et al. [6] introduced a set of extended haar-like features, which are based on 
Viola’s basic simple haar-like features as shown in Figure 4. This algorithm not only 
uses the characteristics of the horizontal and vertical direction in a rectangular area, 
but also rotates the rectangle area to get 45° rotated features; they also proposed a 
fast calculation method for the 45° rotated features. It was shown that Recognition 
performance of the system could be improved, while the speed of feature evaluation 
was not affected seriously.

Figure 3. Four basic rectangle features

Edge features

Line features

Center-surround features

Diagonal feature

Figure 4. Extend Haar-like Features Proposed by Lienhart et al. [6]
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In order to better represent the features of three obstacles, this study introduced a set 
of extended Haar-like features to describe the structure of the targets. The 15 feature 
prototypes of four kinds are shown in Figure 4, while Figure 5 is part of the diagram 
used to describe the target features.

   
 

   
 

 

 

 

 

Figure 5. Examples of Haar-like features

2.3  Feature Selection Based on the Adaboost Classifier

The quantity of characteristic values of the object obtained by the above method is so 
huge that it is not possible to calculate all the features. Therefore, it is necessary to 
select only those features that play key roles in the classification; an effective means 
of doing this is to use the Adaboost algorithm.

Based on a theoretical analysis of the PAC learning model, Valiant [8] proposed 
the Boosting algorithm with the two important concepts of weak learning and strong 
learning, which laid the theoretical foundation for the subsequent adaptive Boosting 
algorithm named Adaboost. Weak learning is a learning algorithm whose recognition 
rate for a set of concepts is only a little better than random identification, whereas 
strong learning is a learning algorithm with a high recognition rate. To address the 
several drawbacks of Boosting, Freund and Schapire proposed an available and 
practical adaptive Boosting algorithm named Adaboost [9], whose main principle 
is that all samples be given an equal initial classification weighting, This is done 
by firstly identifying a number of weak classifiers and then, according to certain 
combinations, get a high recognition accuracy for strong classifiers.
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2.3.1  Weak classifier
The original weak classifier may only include a basic Haar-like feature. By calculating 
the input image Haar-like characteristic value and then comparing it with the initial 
weak classifiers characteristic value, it can determine whether the input image is a 
target or not.

Each Haar-like feature can generate a classifier in the following form:
1, ( )
0,{ i i i ip h x p

i ot her wi sef θ<=   (5)

Where x represents the sample, ( )ih x  represents the value of i-th Haar-like feature ih  
on x in the sample, ( { 1, 1} )i ip p ∈ − +  is the classification direction symbol to control 
the direction of inequality, if  is the classifier characterized by feature ih , and iθ  is 
the threshold for classification if .

This kind of initial weak classifier may not be better than random judgment in 
terms of identification accuracy, so it is necessary to train this kind of weak classifier 
to obtain a relatively lower-error weak classifier known as an optimal weak classifier. 
The training process for an optimal weak classifier involves looking for the right 
classification thresholds, so that the classifier has the lowest identification error for 
all samples.

The specific operations are as follows.
1)  For each feature f, the first job is to calculate eigenvalues for all training samples 

and sort them. Scan sorted eigenvalues again and calculate the following four 
values for each element according to the list:

All target samples weight sum t1;
All non-target samples weight sum t0;
Target samples before this element weight sum s1;
Non-target samples before this element weight sum s0.

2) The classification error for each element r is:
mi n( ( 1 ( 0 - 0) ) ,( 0 ( 1 - 1) ) )r s t s s t s= + +   (6)

Find the smallest value of r in the table and the corresponding element as the optimal 
threshold.

2.3.2  Strong classifier
A strong classifier is an effective combination of a number of optimal weak classifiers 
and its birth needs to be iterated T times. The specific operations are as follows.
1.  For the training sample set S, including N samples, where X and Y respectively 

represent the positive samples and negative samples, T is the largest training cycles.
2. Initialize the samples weight as 1 / N.
3.  The first iteration, training the N samples to obtain the first optimal weak classifier 

(see Section 2.3.1).
4. Increase the weight for samples that were wrongly identified.
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5.  Place the new samples and the last turn correct identified samples together and 
start a new round of training.

6.  Execute steps 4 and 5 cyclically after the T round iterations to obtain T optimal weak 
classifiers.

7.  Combine the optimal T weak classifiers to get the strong classifiers using the 
following formula:

α α

α
β

= −


≥= 



=

∑ ∑1 1
11, ( )( ) 2

0,
1l og

T T
t t t t t

t
t

h xC x
ot her wi se

  (7)

The weighted sum of the weak classifiers vote is then calculated according to the 
weak classifiers error rate. The sum is compared with the average voting result to 
find which one is better, while at the same time a strong classifier for the recognition 
process is formed.

3  The detection of target obstacle object

Recognition process is used to detect the ROI for target obstacle existence, and 
it includes image preprocessing, computing integral graph, extracting Haar-like 
features and classifying based on the Adaboost classifier. The image processing and 
computing integral image are similar to the training process, which extract Haar-like 
feature that is using Haar-like feature selected by training process which including the 
position, structure and type of information to calculate the corresponding Haar-like 
feature values and feature vector, forming the feature vectors. The Adaboost classifier 
uses the feature vectors to detect obstacle target existence for under identifiable ROI, 
and then output the final classification test results.

4  Result and analysis of the detection

According to the images of the same obstacle acquired by the moving robot at 
different distances and from different perspectives, we chose the more representative 
images as the input samples. As an example, for shockproof hammers we choose 1500 
positive sample images and selected 100 images as the test sample, while randomly 
selecting 3500 negative sample images that had been removed from the target. Some 
of the negative sample images are shown in Figure 6.
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Figure 6. Example of negative sample

We use a similar method to select samples for spacers and suspension clamps.
For each of the target obstacles we trained a respective classifier and then used 

the test sample to test the trained classifier. The recognition accuracy and speed is 
shown in Table 1 while the examples of identification results are shown in Figure 7.

Table 1. Experimental result

The type of obstacle accuracy rate/% Time /ms

Shockproof hammers 91 11

Spacers 92 13

Suspension clamps 90 11

  

Figure 7. Examples of identification results
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As can be seen from the experimental results, the classifier trained by using Haar-like 
feature and the Adaboost algorithm can detect the predetermined object effectively: 
shockproof hammer, spacer, suspension clamp. The accuracy and speed of detection 
are within the desired range and generally good results have been obtained.

5  Conclusion

Drawing on the successful application of the Haar classifier for face detection, this 
paper proposes an obstacle recognition method based on Haar-like features and the 
Adaboost algorithm for 500kv high voltage transmission line shockproof hammers, 
spacers, and suspension clamps. We first calculated the Haar-like features of the 
image using the integral graph method, and then trained the extracted feature 
set by applying the Adaboost algorithm, and finally obtained a classifier with 
high recognition accuracy and fast speed. The experimental results show that 
this method can achieve very good results in obstacle detection on high voltage 
transmission lines.
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Virtual Assembly Process Simulation for Hybrid Car 
Battery based on DELMIA
Abstract: In view of the disadvantages of low assembly efficiency and poor quality of 
hybrid car battery, this paper researches on the virtual assembly process simulation 
technology. This paper analyzes the assembly process of the battery firstly. Then, 
based on the principle that detachable parts can be also assembled orderly, the 
assembly sequence and path planning of parts and components are implemented 
in the assembly process simulation platform DPM of DELMIA software, and the 
simulation process is simultaneously completed in DPM platform. The assembly 
process is verified, and the interference detection is carried out. Lastly, the ergonomics 
assembly process simulation is implemented in the Ergonomics module of DELMIA. 
The assembly motion setting and planning for workers are completed, the walking 
route is determined, and the relationship between the assembly simulation process 
of the battery and action of workers is established. The feasibility of assembly process 
and the reachability of workers are verified. The virtual assembly simulation process 
proposed in this paper improves assembly quality and assembly efficiency of hybrid 
car battery.

Keywords: virtual assembly; simulation; DELMIA; hybrid car battery;

1  Introduction

The assembly is a bridge between the design and manufacture, the assembly process 
design directly affects the product quality and production efficiency. Currently, 
computers are being applied more and more in the assembly process design. The product 
design, assembly, analysis and detection are carried out in virtual environment, which 
gets rid of the traditional product design and development process. Virtual assembly 
technology can shorten the product development time, improve product quality and 
reduce product cost and price. At present, many research institutes and teaching 
institutions in developed countries have made a lot of progress in virtual assembly. In 
Germany, the FRAUNHOFER industry research institute developed a virtual assembly 
planning system, which can consider the influence of assembly condition, assembly 
feature and other factors on the assembly, and realize the man-machine interactive 
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assembly operation and analyze the assembly time and cost [1]. Jung et al. developed 
the virtual assembly system CODY, which is combined with artificial intelligence 
technology and virtual reality technology, and the product designers can make 
products by simple language commands or three-dimensional assembly operation 
based on knowledge and 3D interactive [2]. Hermansson et al. of Sweden proposed 
a low-dimensional path planning algorithm for automatically planning and finding 
a smooth and collision-free mounting of connectors in a wiring harness installation 
[3]. Garbaya el of France focused on modeling the dynamic behavior of mechanical 
parts during the execution of virtual assembly operation [4]. In America, The NIST 
institute developed a kind of virtual assembly design environment named as VADE, 
which explored the virtual manufacturing in virtual environment through assembly 
planning and assembly evaluation [5]. The VPL company developed RB2, DIVISION 
developed the DVS system, AUTODESK company developed CTL [6]. Vyawahare et al. 
developed a new interaction technique ‘Bimanual Stretched String Control of Haptic 
Workspace Mapping’ using a unique combination of spatial interaction device in the 
domain of virtual assembly [7]. 

The automotive industry of today is focusing on electrified and hybrid solutions, 
where both conventional combustion engines and battery supplied electrical engines 
need to fit in an already densely packed vehicle[3]. The clearance of each component 
must be evaluated with other disciplines and their components. There are some 
research on the field of path planning [8,9]. 

In this paper, virtual assembly technology for hybrid car battery is researched. 
As an important part of the hybrid car, battery is the power supply with the powerful 
energy. It is not only as a driving power energy, but also provides power to the air 
conditioning system, power steering system, ignition system, lighting and signal 
system, wiper and sprinkler, vehicle entertainment music and communications. 
The design of hybrid car battery, especially the design and verification of assembly 
process, has always been paid attention to. DELMIA is the digital software developed 
by French Dassault System, which faces manufacturing process, maintenance 
process and ergonomic, provides all kinds of definition, simulation and analysis of 
the manufacturing process, and covers the application of automobile manufacturing, 
aircraft design, ship manufacturing and other various industry fields.

This paper analyzes battery assembly process, describes assembly process 
simulation and ergonomics assembly process simulation for hybrid car battery based 
on DELMIA.

2  Hybrid car battery structure and assembly process analysis 

The hybrid car battery structure is shown in Figure 1. Overall, the battery is mainly 
composed of two parts: the front part including part covered by the front cover, the 
rear part including part covered by the upper cover. The part covered by the front cover 
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mainly contains blower, junction box and service pin, which is simple to assemble 
from the scene feedback. There are many parts in the part covered by the upper cover, 
the structure is more complex, and so the assembly process is complex.

Figure 1. Parts decomposition diagram of battery structure.

The hierarchical assembly design is adopted in battery assembly, which is the design 
concept of assembly oriented to improve the assembly ability of the battery. The 
hierarchical assembly design can reduce the insertion operation and replace it with 
placement operation. The number of parts has increased somewhat, but the assembly 
operation becomes simple, and an assembly operation can be completed basically by 
only one worker. The bracket plate is divided into three parts of the bracket base, the 
bracket layering piece and the top of the bracket. A trapezoidal groove is processed on 
both sides of the bracket layering piece, and the trapezoidal groove is longitudinally 
inserted through the trapezoidal groove on the bracket base. The trapezoidal groove 
is processed on both sides of the bracket, and the trapezoidal groove is transversally 
inserted through the lateral trapezoidal groove on the bracket base. The drainage plate 
is horizontal, and it is mainly positioned with four positioning plates between two 
bracket layer pieces. The drainage plate is formed by injection molding, deformation 
is easily generated, so there is the locating pin hole in the drainage plate to prevent 
the twist deformation of the drainage plate. The drainage plate which is located 
between the two layers of the battery pack mainly plays the role of guiding the airflow 
direction. When assembled, the front and rear fixing plate and the bracket layering 
pieces are fixed firstly, then the drainage plate is inserted, the baffle plate is installed 
lastly. The hierarchical assembly of the battery is simple and efficient.
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3  Virtual Assembly process simulation

In the virtual environment, the assembly process of battery is simulated by DELMIA 
software, and the rationality of the assembly process is verified. Figure  2 is the 
simulation flow of hybrid car battery assembly process.

Figure 2. The simulation flow of hybrid car battery assembly process.

The process of assembly simulation is shown as follows:
1. Three-dimension modeling of battery components and related resources.
Before assembly process simulation, the battery parts, the 3D entity model and 
related resources are established in the three-dimensional mapping software firstly, 
and assembly hierarchy and assembly constraint relations between battery parts and 
components are determined. In this way, the 3D solid model of the battery parts and 
components and related resources can be called directly when the assembly process 
is simulated.
2. Create a virtual assembly environment.
The whole simulation process is carried out in virtual environment. The battery parts 
and components the 3D solid model of related resources are called in the virtual 
environment, assembly process documents are established, and the production line 
and tooling equipment are distributed and so on. 
3. Planning of virtual assembly sequence and assembly path.
In the DELMIA assembly process simulation platform, the battery is wholly shown 
as a product. The location of each part and component is obvious. According to the 
principle that detachable parts can be also assembled orderly, parts and components 
of the battery are dissembled, the reverse route of disassembly process is namely the 
assembly route.
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The virtual assembly process of the battery is based on the base plate. The various 
parts and components of the battery is closed to the base plate from the different 
space position, and then fixed.

The assembly path of the battery parts and components is created. At the same 
time, the interference of parts and components is detected to see if there is collision 
among parts and components. In the process of removing the battery, we get the 
assembly sequence and assembly path, as shown in Figure 3.

Figure 3. The assembly path of battery parts and components.

4. Simulation of assembly process.
The assembly process of battery is simulated in DPM platform of DELMIA software. 
The simulation includes three processes. Firstly, we initialize the simulation 
environment. Secondly, the assembly sequence and path are planned. Finally, the 
assembly process is simulated, and the interference is synchronously detected. The 
method combining user manual guidance and software automatic search is adopted 
to plan the battery assembly path. After the assembly process simulation, the relevant 
reports are generated to guide the actual production process. Figure 4 is the result of 
the simulation of hybrid car battery assembly process in DELMIA software.
5. Simulation analysis.
The simulation results of hybrid car battery assembly are analyzed. From Figure 3, the 
assembly simulation process can directly determine the virtual assembly sequence 
and assembly path. The assembly body explosion diagram also clearly shows the 
main sub assembly and components structure. If the assembly sequence and path are 
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not satisfied, it can be modified according to simulation results and actual assembly, 
until it is satisfied.

The interference detection in the assembly simulation process is carried out 
by using static, dynamic and movement interference detection method of DELMIA 
software itself. At the same time, the assembly constrains and assembly error can be 
detected, and the influence of parts deformation to assembly process can be analyzed.

Figure 4. The result of assembly process simulation of battery.

4  Ergonomics assembly process simulation

The car battery is assembled with manual assembly, so the staff labor intensity, the 
commodious operating space and the comfort of gesture become evaluation criteria 
of assembly process rationality. This work can be completed in the Ergonomics 
module of DELMIA. In the Ergonomics module, the assembly motion setting and 
planning for the workers is completed, the walking route is determined, the work task 
is established and workers assembly process is simulated to analysis labor intensity 
of workers and assembly reachability. Figure  5 is the ergonomics simulation flow 
of hybrid car battery assembly process. The 3D solid model of related resources of 
the battery parts and components are called into DPM platform of DELMIA software 
firstly. The XY plane is as the datum plane in this paper. Then the contact position and 
orientation of the products and resources to the floor are determined. In this way, the 
preparation of the battery assembly is completed, as shown in Figure 6.
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Figure 5. The ergonomics simulation flow of hybrid car battery assembly process.

Figure 6. The preparation result of ergonomics simulation.

Worker’s movement is planned in ergonomics simulation platform (Human Tast 
Simulation) of DELMIA. After getting assembly simulation process of the battery in 
assembly process simulation platform, the movement of workers are inserted into the 
assembly process simulation platform to connect the battery simulation assembly 
process with workers. The walking route of workers is shown in Figure 7. Figure 8 is 
the result of movement execution. 
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The reachability of workers movement and commodious operating space are 
verified by ergonomics assembly process simulation of battery, and the assembly 
process is reasonable in ergonomics.

Figure 7. The walking route of workers.

Figure 8. The result of movement execution.
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5  Conclusion 

This paper describes virtual assembly process simulation for hybrid car battery. Based 
on the principle that detachable parts can be also assembled orderly, the assembly 
sequence and path planning of parts and components are implemented in the 
assembly process simulation platform DPM of DELMIA software, and the simulation 
process is simultaneously completed in DPM platform. The assembly process is 
verified, and the interference detection is carried out.

The ergonomics assembly process simulation is implemented in the Ergonomics 
module of DELMIA. In the Ergonomics module, the assembly motion setting and 
planning for the workers are completed, the walking route is determined, and the 
relationship between the assembly simulation process of the battery and action of 
workers is established. The feasibility of assembly process and the reachability of 
workers are verified. The virtual assembly simulation process put forward in this 
paper improves assembly quality and assembly efficiency of hybrid car battery.

In the future, we will further research on assembly path planning method to 
realize the automatic and rapid assembly path planning of hybrid car battery.
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Information Flow Integrity of ECPS based on Domain 
Partition
Abstract: A smart grid is faced with many security threats, such as false data injection 
attacks, replay attacks and delay attacks. In this paper, we have constructed an 
information flow model which abstracts the ECPS workflow as the information flows 
among nodes, and nodes with a similar function is grouped into the same domain. On 
account of the above model, we define and clarify the threat model in ECPS. Then, this 
paper proposes an information flow integrity assurance mechanism, which includes 
secure communication framework and key management. Encryption algorithms and 
digital signatures have been used in the mechanism, which share the public-private 
key pair in the same domain to decrease the complexity of key management. Finally, 
we analyzed and verified the effectiveness of our mechanism by using a Ukraine 
power failure event on the transformer substation. After combining the information 
flow model and the mechanism we proposed, the above three kinds of attacks can 
be countered and the information such as data, command can be integrated and 
confidential during the process of information collection and transmission.

Keywords: smart grid; cryptography; information flow; integrity; key management

1  Introduction

Compared to traditional power grids, smart grids allows a great number of users 
to access it. And it can monitor energy flow and consumption in real time, which 
provides support for the efficient use of energy, zone pricing, fault isolation and 
decision making. The implementation of smart grid is based on Electrical Cyber-
Physical System(ECPS), and the prototype of ECPS is a Cyber-Physical System(CPS) 
[1], which leverages the interaction between a great number of calculating units and 
physical units, and the transmission of control flow to achieve a real-time monitoring 
for a physical system.

Smart grids have achieved the industry innovation required by the current age, 
but also face some security challenges. On one hand, the boundary of smart grid has 
been widened by the great number of accessed users and distributed power, which 
increases as the attack surfaces; on the other hand, the critical modules in smart 
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grid often use IP networks to connect each other, and the communication protocol is 
becoming public and standardized, so there are common threats in these modules as 
well as in the information system. For example, attackers can tamper with, counterfeit 
data and issue false commands to destroy the availability, integrity, dependability 
and controllability of the modules and devices [2]. Smart grids have been exploited 
by malware in recent years. Stuxnet [3] exploits the virus in a mobile storage medium 
to diffuse malware to smart grid, which is the malware that first attacked on the 
infrastructure in industry. Blackenery [4] is another malware, which can release back 
doors and special module to issue false commands and delete data on disks, and 
balckenergy has generated serious threats. For example, the Ukraine power failure 
event caused power failure in more than half of the region. 

Encryption and identity authentication are effective ways to ensure the security 
of the cyber system in a smart grid [5-8]. However, the key management is a complex 
problem, including key replacement, key distribution, key security, key operation 
cost and so on. In order to reduce the complexity of key management, Kim et al. [9] 
and Wu et al. [10] proposed some ways to decrease the key operation cost and increase 
the security of key respectively.

All of these work provide some cryptography methods to improve the security 
of ECPS, but they do not provide a systematical model for ECPS, and they do not 
consider key management systematically.

In this paper, we have constructed an information flow model of ECPS based 
on domain partition, such as data collection domain, data processing domain, 
decision domain, and control domain. According to this model, we have proposed an 
information flow integrity mechanism based on encryption and digital signature, and 
each node in same domain shares the same public-private key pair, so the complexity 
of the key management in smart grid is decreased. This mechanism can counter 
against false data injection attacks, replay attacks, delay attacks, and ensure that 
the data and the command are integrated and confidential during the procedure of 
transmission.

To measure the effectiveness of our information flow integrity mechanism, the 
Ukraine power failure event on transformer substation is analyzed, and the result 
shows that our mechanism can effectively defend from these kind of attacks.

The rest of this paper is organized as follows. The next section briefly states related 
work, and our information flow model has been presented based on domain partition 
in ECPS in section III. Section IV introduces the information flow integrity mechanism 
based on encryption and identity authentication. Section V illustrates a case study for 
our mechanism. Finally, we have given a conclusion and a future direction for work.
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2  Related Work

A smart grid gives a new mission to the power grid, and its informatization, 
intelligence, automation propel the revolution of the smart grid infrastructure. At the 
same time, the security problems in smart grids attract many researchers.

Many warnings concerning the security of smart gird are appearing [2,5,11-13]. 
And ECPS [2,11,12] is a complex and heterogeneous system, which is formed by 
the coordination between a cyber system and a physical system. Both of the two 
systems interdepend with each other, so it is more complex to analyze the security 
and dependability of ECPS than a single system. The open technologies in ECPS 
rely on computer systems and communication systems, so there are information 
security threats to it. How to ensure the availability, integrity and confidentially 
of the information flow in ECPS is a key issue. Lots of data are generated during 
the interactions of a cyber system and a physical system [13], such as real-time 
measurements, historical data, external events and decisions, and it is also crucial 
to ensure these data are transmitted efficiently and securely. If internal staff use the 
picture steganography to carry out illegal information, we should detect the abnormal 
image [20,21]. Liu Xueyan et al. [5] analyzed the threats in a smart grid from devices, 
network and data, and proposed some techniques can be applied to smart grid, for 
instance, intrusion detection, access control and industrial firewall. They also pointed 
out that key management in a smart grid is a challenge. But there is no solution to the 
characteristics of ECPS.

To improve the security in a smart grid, researchers have proposed lots of 
methods. Lu et al. [8] proposed that Advanced Metering Infrastructure(AMI) is a key 
module in smart grid, and analyzed some common attacks on it, including packet 
sniffing, data interception, data falsification, data tampering, DDoS attack and so 
on. Meanwhile, they used a light-weight symmetric encryption algorithm Blom to 
ensure the integrity and confidentiality of the communication data, which can be 
used to counter false data injection, replay attack and man-in-the-middle attack, 
but ZIGBEE-based wireless networks and other protocol frame structures have not 
yet been proposed. Mo et al. [14] analyzed sources of threats in a smart grid, such as 
price information, commands, measurements and software. Based on system theory, 
they built a model for smart grid and its threats, then they used encryption algorithm 
and identity authentication to achieve confidentiality and entity authentication 
respectively. However, the physical world is modeled with approximations and is 
subject to noise, which can result in a deviation of any model to the reality. Therefore, 
system-theoretic approaches are nondeterministic as compared to information 
security. Liu et al. [6] described a dynamic approach which dynamically generates a 
key for sender and receiver in wireless communication, and it increases the difficulty 
to launch an attack. However, it also increases the complexity of key management. 
Mike et al. [7] extended the traditional Byzantine fault model to prevent collaborative 
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exploits. The traditional Byzantine fault model just considers the potential attacks in 
CPS, but it does not consider that the attacker can intercept and tamper with the data.

Key management is a crucial problem in a smart grid. Kim et al. [9] leveraged a 
binary tree to manage key search among different nodes, which achieves the security 
for unicast, multicast and broadcast communication. By using binary tree, the time 
of querying a shared key decreased from O(n2) to O(log2(n)), but this method relies on 
a third party for identity authentication or key generation. It might cause additional 
equipment cost and communication traffic. Wu et al. [10] integrated symmetric 
encryption algorithm and elliptic curve cryptography to dynamically generate key to 
counter man-in-the-middle attack. In their scheme, they combine both of PKI and a 
third trusted anchor, which will essentially increase the complication for the smart 
grid because their protocol at least needs two different kinds of servers for PKI and 
the trust anchor respectively. Besides, this scheme is not secure against the man-in-
the-middle attack.

Compared to some existing work, our work not only counters against false data 
injection attacks, replay attacks and delay attacks, but also decreases the number 
of public-private key pairs needed in a smart grid, which is helpful to reduce the 
complexity of key management.

3  Information Flow And Threat Model

A smart grid is composed of four parts: infrastructure layer, measurement layer, 
information processing layer and decision making layer. The first one locates in the 
physical system and the last three constitute the cyber system in smart grid.

3.1  Information flow model

The work flow of ECPS can be described as follows: physical sensors collect real-
time data from electric equipment components, and then transmit these data to its 
upper-level component; the upper-level component process these data, and make 
a decision, and then the decision is transmitted to the control component; finally, 
the control component will issue the decision to achieve energy management. We 
abstract the work flow of ECPS into information flow between nodes, and we put 
nodes which have the similar functionality into a domain, as shown in Figure 1. The 
information collection domain and control domain form the measurement layer, 
which achieves the interaction between cyber system and physical system in smart 
grid; the information processing layer is constituted by data processing domain, and 
the decision making domain corresponds to the decision making layer.
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Figure 1.  Information flow model of ECPS

In order to describe the data flow of ECPS more accurately, we give some definitions 
as follows:

Definition 1(ECPS-IFG). A ECPS-IFG(ECPS Information Flow Graph)=< D, E, δ >. 
D is the set of domains formed the ECPS; E is the set of data flows between different 
domains, and δ is the data flow function.

Definition 2(Domain-IFG, D-IFG). A Domain Information Flow Graph in ECPS can 
be described as Domain-IFG=< N, E, F >. N is the set of nodes a domain has, and there 
are two kinds of nodes in a domain: boundary node N_b and internal node N_i. The 
responsibility of N_b is to transmit data, and N_i is responsible to process data. When 
there is only one node in a domain, the type of this node is boundary node beside 
internal node; E is the set of data flows in the domain, and F is the data flow function 
in the domain.

Given a ECPS-IFG=< D,E,δ >, Dt and Dj are two different domains in the system, the 
following relations are true: 
1. the number of nodes in Dt and Dj are more than one.

∃ntbk∈ N_b ∈ Dt makes ∃E : ntbk → njbr ∈N_b∈Dj That is to say, there will be an 
information flow E from boundary node ntbk to a boundary node njbr in another domain 
Dj

∃nij ∈ N_i ∈ Dt makes ∃E : nij→ ntv ∈N_i ∈ Dt

That is to say in domain Di, there will be information flow E from internal node nij 
to a node ntv, and ntv can be a boundary node or an internal node.

2. the number of nodes in Di is equal to one.
For n∈ Di, ∃E: n →njv ∈ Dj. When the number of nodes in Dj is more than one, njv 

∈ N_b, that is to say when domain Di only has one node, in the function of δi, the 
information flow will be transmitted to the node in another domain Dj, and if the 
number of nodes in Dj is more than one, this node must be boundary node.
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As shown in Figure 1, the cyber system is composed of four domains: data 
collection domain D1, data processing domain D2, decision making domain D3 and 
control domain D4; the physical system has three parts: data emission domain P1, data 
processing domain P2 and command receiving domain P3. And there is only one node 
in domain D1, D4, P1 and P3. the functionality of each node and the information flow in 
ECPS are described as follows:
1. Node P1 in data emission domain, gets the information from P2 and sent it to D1.
2. Node D1 in data collection domain, collects the real-time data from physical system 

and transmits the data to the boundary node D21 in data processing domain.
3. Boundary node D21 in data processing domain, just transmits the data to the 

internal node D23.
4. Internal node D23 in data processing domain, stores and computes the data it 

received and then transmits it to boundary node D22.
5. Boundary node D22 in data processing domain, transmits data to the boundary 

node D31 in decision making domain.
6. Boundary node D31 in decision making domain, transmits data to internal node 

D33.
7. Internal node D33 in decision making domain, analyzes the data it received and 

make some decisions on it. Finally, it will transmit the decision to the boundary 
node D32.

8. Boundary node D32 in decision making domain, transmits the decision to control 
domain.

9. Node D4 in control domain issues the decision to smart devices.
10. Node P3 in commands receiving domain, gets the information from D4 and sent 

it to P2.
11. Node P2 in data processing domain, gets the commands from P3 and processes it, 

then tells physical equipment what to do and how to work.

3.2  Threat Model

Some attacks in smart grid can be directly reflected to our information flow model, 
such as data interception, data tampering and false data injection. According to the 
information flow model, we define the threat model in ECPS as follows.
1. For any domains in ECPS, attackers can inject false data in it.
2. For the information flow from domain Di to domain Dj, attackers can intercept 

the datagram transmitted. That is to say, the datagram transmitted between two 
different domains can be intercepted.

3. Attackers can use the false data and the data intercepted to launch a replay attack 
or a delay attack to any domains.
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Figure 2 shows the situations when false data injection attacks, replay attacks and 
delay attacks happen.

Figure 2.  Attack model in ECPS

Attackers send a false datagram to the cyber system, or intercept the datagram and 
then tamper with it, so ECPS cannot perceive the actual state of the physical devices 
and decision making domain will make an improper or wrong decision. As shown in 
Figure 2, the attacker injects false data to domain D2, which makes the boundary node 
D22 transmit the false data to the decision making domain. Hence, the wrong decision 
is issued to the smart device and device disturbance occurs.

A replay attack means attackers intercept the datagram transmitted between two 
different domains and then send it repeatedly to bypass the identity authentication, 
even to launch a Denial of Service(DoS) attack. As shown in Figure 2, the attacker 
intercepts the datagram transmitted from domain D2 to domain D3.

When attackers delay the datagram arriving time between two different domains 
is called delay attack, which will make the receiver get the obsolete datagram. Shown 
in Figure 2, when the attacker intercepts the datagram from D2 to D3, he does not send 
it immediately, but sends it after some time.

On 23rd December, 2015, the Ukraine power sector was attacked, which caused 
power failure among more than half of the region, and its attack flow is described in 
Figure 3. Firstly, an email with malware was sent to users in the power sector. When a 
user clicked this email, the Trojan was run, and a SSH back door and a killdisk module 
were installed, then with this back door the attacker could issues command to smart 
devices. In addition, killdisk can delete system data to delay the system recovery time.
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Figure 3.  Attack flow of Ukraine power sector

From the Ukraine power failure event, we can find that a smart grid now will be under 
great threat, and there will be heavy losses when attackers issue false command to 
the electric devices. So it is urgent to ensure the security and dependability of ECPS 
[4,15,16].

4  Information Flow Integrity Mechanism

According to the information flow integrity model and threat model introduced in 
section III, we propose an information flow integrity mechanism, which includes 
secure communication framework and key management. This mechanism can ensure 
that the data transmitted in the ECPS can only be shared by authorized nodes, and it 
is not counterfeited and tampered with by attackers.

4.1  Secure communication framework

As introduced in section III-B, false data injection attack has two parts. One is data 
interception and modification, and the other one is to inject false data into a domain 
directly. In order to counter it, we need to use cryptography method to ensure data 
cannot be divulged and modified during transmission, and to ensure the sender is 
authorized by using digital signatures.

False data injection attacks can be mitigated by using cryptography methods 
and digital signatures, but the attacker can intercept the data which is encrypted and 
signed, and send it repeatedly to cause a DoS attack. So a timestamp is added at the 
process of computing a digital signature, and the receiver needs to check whether the 
timestamp is valid after receiving a datagram.

There are two kinds of cryptography methods, symmetric encryption and 
asymmetric encryption. We use symmetric encryption to achieve confidentiality for 
data and commands. The data processing domain and decision making domains can 
use cryptography methods that have a high level of security [22,23], such as AES. For 
control domains we can use some lightweight encryption methods, such as MIBS [17], 



632   Information Flow Integrity of ECPS based on Domain Partition

SMS4 [18] and PRESENT [19]. RSA is the standard algorithm used in digital signature, 
so we use it to achieve identity authentication. The secure communication framework 
is shown in Figure 4, and the functionality of each node is shown in Table 1.

Figure 4.  ECPS secure communication framework

Table 1. Functionality Of Each Node

Node Functionality

D1 collect real-time data from electric devices, do encryption and digital signature on the 
data and then send it to boundary node D21

D21 transmit data to node D23

D23 signature verification and decryption; then store, compute the data, encrypt and sign the 
data been operated and transmit the datagram to node D22

D22 transmit datagram to node D31

D31 transmit datagram to node D33

D33 signature Verification and decryption; then make decision, encrypt and sign the decision 
and transmit the datagram to node D32

D32 transmit datagram to node D4

D4 signature Verification and decryption; issue decision to smart devices

4.2  Key management

Smart grids are a large-scale and heterogeneous network, and the large number of 
nodes and their connections in it make a great challenge to the encryption key and 
identity key management. If every node in the information flow model has its own 
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public-private key pair, the number of keys for ECPS will be very large, and the key 
management will be very complex. We propose sharing the public-private key pair 
in a domain to decrease the number of keys, which reduces the complexity of key 
management. The key management is shown in Figure 5, the responsibility of KDC 
(Key Distribution Center) is to distribute and manage encryption key, identity key is 
distributed and managed by CA (Certification Authority). As shown in Figure 5, nodes 
in data processing domain and decision making domain share the same public-
private key pair respectively.

Figure 5.  Key management in ECPS

Combined with key management, the communication flow in ECPS is described in 
Figure 6, which contains five steps.
1. KDC distributes an encryption key K for every domain, and identity key (PKDi, 

SKDi) for every domain is distributed by CA.
2. Node D1 encrypts data m using encryption key K, then computes its hash value h. 

In order to defend against replay attacks and delay attacks, the digital signature 
for hash value h and a timestamp T is computed. Finally, node D1 transmits the 
encrypted data, digital signature and its public key certificate to the boundary 
node in domain D2.

3. Internal node D23 in domain D2 verifies the validity of the public key certificate it 
receives and uses the public key to get the hash value h’ and timestamp T’ from 
the digital signature. Then D23 computes the hash value using the encrypted data 
it received and compares it with h’. At the same time, T’ is checked whether it 
is closer to the current time. If both conditions are satisfied, encrypted data is 
decoded using key K. Finally node D23 does some operations on data m and then 
does the same steps described in step 2).
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4. Node D32 does the same operations in step 3, then it will make decision according 
to the information, and then transmits the encrypted decision and digital 
signature to the boundary node.

5. Node D4 verifies the identity of the sender and decrypts the encrypted decision 
according to steps in step 3, and then delivers the decision (command) to electric 
devices.

Figure 6. Communication flow combined with key management
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5  Case Study

In this section, we will introduce how our information flow integrity mechanism can 
be applied to the Ukraine power failure event and to the transformer substation.

There is a transformer substation, whose architecture is shown in Figure 7. It is 
composed of station level, bay level and process level. Process level is the lowest 
level, which controls the electric devices directly; the middle one is a bay level, which 
is responsible for collecting data and issuing command to smart devices; the station 
level is the highest one, and data processing, decision making domains are located 
in this level.

Figure 7. Architecture of transformer substation

When collecting data from smart devices, the measuring and control device gets its 
own encryption key and identity key from KDC and CA, and all the keys are stored in a 
trusted storage area. Then it uses the encryption key to encrypt the data collected from 
smart devices, and integrates the current timestamp, the hash value for encrypted 
data into a data group. Finally, it gets a digital signature using the identity key and 
the encrypted data, digital signature, and its public key certificate as a payload is 
transmitted to the process level.

The dispatch center verifies the validity of the public key certificate after it receives 
the datagram, if it is authorized, it gets the hash value and the timestamp from the 
digital signature, and compares it with the hash value computed from the encrypted 
data and checks whether the timestamp is valid. After that, decode the encrypted data 
and make decisions according to it, such as turning off the power network. Because 
attackers do not have an encryption key and a private key, they cannot launch a false 
data injection attack; meanwhile, there is a timestamp, so replay attacks and delay 
attacks cannot be successful.
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When the measuring and control device receives a command, it must verify the 
identity of the sender. As shown in Figure 6, in the Ukraine power failure event, the 
attacker controlled the monitor device and let it issue a command to turn off the 
power network. When the measuring and control device received this command, it 
will verify the identity of the sender, but now the sender did not have the correct 
private key, so it cannot bypass the identity authentication, and the attack would 
fail. Similarly, the attack does not have the encryption key, and it cannot inject false 
command to turn off the power network.

6  Conclusion

An information flow integrity mechanism of ECPS based on domain partition can 
counter false data injection attack, replay attack, delay attack effectively, and it can 
reduce the complexity of key management in a smart grid. The data collected or the 
command must go through a lot of nodes, so it is easy to append digital signatures 
and timestamps on forward nodes. The receiver can do the inverse operations to 
the sender to check the digital signatures and timestamps, and detect attacks. In 
addition, each node can be combined with a log audit to discover traffic anomalies, 
to collect data anomalies and command anomalies. For example, the control domain 
can compute the command entropy in a time window and then rely on the difference 
on the command entropy to detect replay attacks, DOS attacks and false command 
attacks. Of course, our mechanism cannot counter against side-channel attacks 
during encryption or decryption. In addition, we may use a novel encryption method 
to counter against this attack. A smart grid is composed of electricity generation, 
transmission, distribution and consumption [24], and in the future, we will focus on 
the attack and the protection on specific object to improve the protection efficiency, 
and we should improve and apply this mechanism.
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Hai-Tao CHEN*, Hao HU
Simulating the Time-Domain Response for Monopole 
Antennas Excited by DC Voltage Source
Abstract: When a monopole antenna is connected to or disconnected from a DC 
voltage source, the process of charge and discharge takes place. The time-domain 
response for the charge and discharge process is investigated by the finite difference 
time domain (FDTD) method in this paper. It is shown that a damping oscillation 
can be excited in the instant when the DC source is turn on or shunt off. By using 
FFT to analyze the time-domain response oscillation waveform, harmonic modes 
are observed and some parameters of the antenna, such as resonant frequency, 
impedance, can be obtained. It is indicated that the time-domain response of the 
charge and discharge process can be used to measure some parameters of antennas.

Keywords: antenna, time-domain response, FDTD

1  Introduction

Monopole antennas are widely used as transmitting antennas for high power HF and 
MF band wireless transmitting systems[ 1,2]. The whip antenna, vertical cage antenna, 
invert L antenna, T-shape antenna and MF tower antenna, which are very common in 
communication and broadcast system, can all be seen as a monopole antenna. The 
performance of the monopole antenna has been investigated so much in the frequency 
domain, including input impedance, radiation efficiency and broadband. This is 
because the harmonic source is used so far and wide in radio engineering. With the 
development of wireless technology, the time-domain performance of antennas has 
come to be of interest more and more, and there is a great deal of literature discussing 
this problem [3-6]. In the published research results, however, most focus on the 
response of antennas for the time-pulse signal. 

In this paper, another type of time-domain problem for antennas is studied. What 
is concerned here is the time response of antennas in the instant when excited sources 
are open or shunt off. This time response can be named as the charge and discharge 
process of antennas, as the similar process of capacitors. Since high resonance modes 
can exist in antennas, the charge and discharge process will excite higher frequency 
signal which can be radiated to space by antennas. For a high power radio transmitting 
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system, the effect of this high frequency mode on electromagnetic environment may 
be notable and should be taken into account by transmitting system designers. 

The charge and discharge response of a monopole antenna excited with DC voltage 
source is analyzed in this paper. A FDTD code is developed to model the charge and 
discharge process in the instant when the DC voltage source is turned on or shunt off. 

2  Theoretical model

Considering the charge and discharge process of a monopole antenna excited by DC 
voltage source shown in Figure 1. Two type of discharge are considered. In Figure 1a, 
the feed point of the antenna can be connected to the voltage source or the ground 
by the switch. When the antenna is connected to the source, a charge process is 
takes place due to the distributed capacitive of the antenna. As a result, there will 
be electric charge distribution along the antenna. Then, if the switch is connected 
to the ground, the electric charge stored along the antenna will flow to the ground, 
which is known as a discharge process. In fact, a monopole antenna working in lower 
frequency is always matched with a tuning inductor to the transmitter. So another 
type of discharge is considered in Figure 1b, in which the antenna is connected to the 
ground by a tuning inductor. 

 

(a) discharge to the ground directly  (b) discharge to the ground through the tuning inductor

Figure 1. The charge and discharge process of the monopole antenna. 

The time performance of the antenna is suitable to be simulated by FDTD method [7,8]. 
The loss which will occur when the antenna current returns through the ground is one 
of the important factors that effects the performance of the antenna, especially for the 
antennas which work on a lower frequency. Modeling the effect of the real ground 
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exactly is very difficult and is not the key point of our research. So the monopole is 
considered located on the PEC ground and a lumped loaded resistance at feed point 
is used to represent the losses of the real ground.

3  Numerical results and analysis

The charge and discharge performance in time domain is calculated for a whip 
antenna which height is 19m and radius is 50mm. The ground loss resistance is 10Ω, 
and the voltage of the DC source is 1V.

A FDTD code is developed in this work and used to model the time domain 
response of the monopole antenna. The charge process is shown in Figure 2. It can 
be seen that the time damping oscillation is excited in the charge process. Due to the 
loss caused by radiation and ground resistance, the charge oscillation waveform is 
dampens. Because of the existence of high modes, the oscillation waveform is very 
complex. In Figure 2, it is observed that the effect of the higher mode is more distinct 
in the first and second waveforms while the waveforms are approach to the sinusoidal 
wave with the lapse of time. It can be explained that the total resistance of the antenna 
increases with the increase of the frequency, and the attenuation of the higher mode 
is faster than the lower mode. 

Figure 2. Oscillation wave of the charge process for the antenna.

When the Fourier transform to the time oscillation, the spectrum response of the 
charge can be obtained. The FFT result for the Figure 2 is shown in Figure 3. It can be 
seen that the first three resonant frequencies are 3.6MHz, 11.2MHz and 18.7MHz, which 
correspond to the 1st, 3rd and 5th resonant modes respectively. And with the increase 
of the number of order, the high frequency components decrease progressively. To 
antennas, the 2nd, 4th and 6th modes belong to the parallel resonant mode of which 
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resistance is very large. So the signal of even modes is suppressed and can not be 
observed.

Figure 3. Spectrum of the charge process for the antenna

The discharge process of the antenna which is connected to the ground directly is 
shown in Figure 4. It is obvious that the discharge oscillation waveform is antipode of 
the charge oscillation waveform shown in Figure 2. 

Figure 4. Oscillation wave of the discharge process for the antenna

The discharge process of the antenna which is connected to the ground by the tuning 
helix is shown in Figure 5, where the inductor L is 6μH. It can be seen that the high 
order modes are decreased much due to the filtering of the tuning coil. The waveform 
approaches a sinusoidal wave. The FFT result of Figure  5 is shown in Figure  6, in 
which only the 1st and 3rd resonant modes can be observed and the magnitude of the 
3rd mode is much less than the magnitude of the 1st dominant mode. After loaded 
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with the tuning inductor, the antenna’s first resonant frequency is 2.9MHz. The 
reactance of the 6μH inductor at this frequency is 109.3Ω, which indicates that the 
input reactance of the antenna is equal to 109.3Ω at 2.9MHz.

According to the simulated results of EM software FEKO, the whip antenna shown 
in figure1 has a self-resonant at 3.7MHz and the input reactance at 2.9MHz is about to 
120Ω, which are approach to the analysis results 3.6MHz and 109.3Ω from the charge 
and discharge oscillation waveform respectively. The difference of the results between 
FEKO and our analysis can be attributed to the difference between the FEKO (MoM) 
and FDTD method.

Figure 5. Oscillation wave of the discharge process for the antenna connected to the ground by 
tuning coil.

Figure 6. Spectrum of the discharge process for the antenna connected to the ground by tuning coil.
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4  Discussion

The time domain waveform of input current for the monopole antenna excited by DC 
voltage source has been presented in this paper. And the charge and discharge process 
can be observed from the waveform, which is in accordance with the expectations. 
Based on the research of the charge and discharge process of the monopole antenna, 
two problems should be given attention. The first problem is the effect of the higher 
modes of the high power transmitting antenna when the transmitter is turned on or 
shunt off. For constructing a high power broadcast transmitting station, the level of 
high mode harmonic components is an important parameter and should be reduced 
as far as possible to reduce the disturbance to the other wireless signals. According to 
the analysis of this paper, however, the high modes will still be excited strongly even 
if the technique of suppressing high modes is utilized in transmitter. The duration of 
high modes depends on the working frequency and Q value of the antenna. The effect 
of high modes on the electromagnetic environment will not to be neglected for the 
antenna with very high power, low frequency and high Q value.

Another interesting problem is that the impedance parameters of the antenna 
may be measured from the charge and discharge oscillation waveform. Although 
the vector network analyzer (VNA) has been widely used in antenna measurement, 
the measurement for huge-scale antennas, however, is still difficult because of the 
high induced voltage on the antenna. Usually, the induced voltage on the very low 
frequency (VLF) transmitted antenna, such as the Cutler antenna of the U.S. Navy, 
can exceed 1000V or even more [9,10]. The high induced voltages will breakdown 
those costly RF instruments if they are connected to the antenna. According to the 
results of our research, the impedance and resonant frequency can be obtained 
from the discharge waveform of the antenna. And a high voltage DC source can be 
adopted to overcome the disturbance of the high induced voltage on the antenna. So 
it’s workable to use a variable tuning inductor to measure the antenna’s impedance at 
different frequency by recording the discharge time oscillation waveform.
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Permanent Magnet Brushless DC Motor Driver Base 
On DSP56F8346
Abstract: In this paper, a permanent magnet brushless DC motor drive is designed 
for smart barrier car. The designed car is, all-digital system, uses direct-axis current 
zero, vector control strategy, which are based on DSP. System hardware is composed of 
power boards, power panels and intelligent control boards. A DSP minimum system, it 
typically uses a current loop and speed loop control structure. A PI regulator is used for 
current loop control, a PID for speed control loop, to solve the contradiction between fast 
overshoot, to improve anti-jamming capability, meet the performance requirements. 

Keywords:  permanent magnet brushless DC motor; FOC

1  Introduction

This design is based on FREESCALE DSP. the system designed as follow. Once the 
system is powered and started, the motion parameter is given by uart or a resistor. 
DSP reads parameter and commutation HALL code start to start the motor running. 
HALL not only act as a rotor position sensor, but also as a rotor speed sensor. After 
a rotor rolling DSP calculates the rotor speed and sensing stator (either two-phase) 
current so that motors can maintain the given speed and desire torque. FOC control 
algorithm adjusts the q axis voltage output,calculated by PI controller and generate 
voltage value then through the coordinate transformation and output six SVPWM 
control signal. The system control chart is Figure 1 [1]. 

2  Control Algorithm

FOC control algorithm achieved by the DSP, which also called vector control. The 
basic idea is based on vector transformation of coordinate. The current vector is 
decomposed into two mutually perpendicular to each other independent of the vector 
id, generates magnet flux, and iq generates torque. Now the control method set id =0, 
then, the torque is a linear relationship to iq

[5]. A three phase static coordinate system 
ABC can be converted to static α-β coordinate system by a Clarke transformer, their 
relationship is shown in equation (1). 
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A Park transformer transfer static αβcoordinate system to rotor d-q coordinate system 
through the matrix converting is shown in equation (2).

cos sin
sin cos

d

q

i i
i i

α

β

θ θ
θ θ

    
=    −       (2)

Current loop control, motor stator current control, is the key to high-performance basis 
function. Control accuracy and response speed is major control factor and realized in 
voltage-mode PWM mode (SVPWM) [3]. Since the current feedback signal with more 
harmonic components, is necessary to filter links, and given equal time the constant 
of the filter and the feedback filter time are constant. As equivalent armature circuit 
resistance and inductance of the first-order inertia link, can be a controlled loop current 
loop in Figure2, β1 The amplification factor of the current feedback circuit [2].

Figure 2. Current loop closed loop transfer function block diagram
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A current loop closed-loop transfer function compared with second-standard 
form, and according to “second order optimal” parameters can be adjusted for the 
current loop scale factor.

12
e

pi
i s

T RK
T K β∑

=   (3)

Figure 3.1: 6 sectors display

Any given space voltage vector can be represented by eight basic space voltage vector 
synthesis (Sa, Sb, Sc) [4] in Figure 3.1. According to the triangular relationship, each 
vector can be calculated as follows in Figure 3.2: the reference voltage vector Vref 
located within the basic space vectors V1 and V2 surrounding a sector. The relationship 
is represented in equation (4).

1 2 0

1 2
1 2ref

T T T T
T TV V V
T T

= + +



= +
  (4)

Figure 3.2. Triangular relationship
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In order to minimize harmonics, the design use 7-segment method. T0 = Ts - T1 - T2 is 
zero-vector time. Figure 3.3 is a three-arm switching function waveform.

Figure 3.3.Three-arm switching function waveform

Respectively, T1 and T2 are the space in the cycle time of each station time. T0 vector is 
zero vector time. The α-β shadow is shown in equation (5).

2
2

1 2
1 |

| | sin 60 sin

| | 2 | cos 60 cos

ref
TV V V
T

T TV V V Vref
T T

β
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θ

θ

 = • ° = •

 = + • ° = •
  (5)

Basic space vector magnitude is 2 / 3 dcU . According to equation (6), it is possible to 
obtain an arbitrary voltage vector space, precise control of voltage vector.

21 sin( )
3

22 sin

T T
Udc

T T
Udc

π θ

θ


= • • −


 = • •   (6)

A speed control loop is based on the current loop design [2] and speed loop PI 
regulator. A speed loop requires a high and fast response speed sampled signal and 
speed reference signal has increased the time constant t of filter can then it can be 
obtained as shown in Figure  4 speed closed-loop system transfer function block 
diagram:

Figure 4. Speed closed-loop system transfer function block diagram
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After the actual situation simplified, the model calculations can be roughly calculated. 
The closed loop PI regulator proportional coefficient is vpK .

1 ( 1)
3

vp
f n

J hK
P hT ν

β
ψ ∑

+
=   (7)

SVPWM control signal is generated by DSP after FOC control, isolated by ACPL-3120 to 
driver power MOSFET switches which consist of H-bridge by six irf540 so that motor 
stator windings shaped a rotating magnetic field [5]. The actual circuit is shown in 
Figure 5.

Figure 5. SVPWM control H-bridge circuit

The motor stator windings are connected to a structure of star series a resistor to the 
winding, which act as a current sensor [6]. The body voltage is amplified by AD8656 
and isolated by an optocoupler, producing a voltage of 0-3.3V and connecting to DSP’s 
ADC, which calculates the phase current. Actual current sensing amplifer circuit is 
shown in Figure 6. 

Figure 6. Current sensing amplifer circuit
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This measurement method can detect stator phase current, quickly and simply, is 
low cost, and is little influenced by temperature on the measurement accuracy.

3  Software design

The main progress is operate in a interrupt. The interrupt procedure is shown in 
Figure 7.

Protect the site

Sample the current

Initial phase

Read hall sense and get the rotor 
position

Speed loop

Update loop cycle

PID control

Phase current maneger

Clarke tranformer

Calculate sine  and cosine

Current loop

Anti park transformer

Work out sector

Update PWM compare data

Recover suite

Figure 7. System interrupt control

Current feedback [2], through a vector transformation, adjusted by controlling the 
amount of each PID regulator, requires discrete signals PID controller,

[ ]
1

0
( ) ( ) ( ) ( ) ( 1)

k
d

p
i i

T TU k K e k e i e k e k
T T

−

=

 = + + − − 
 

∑
  (8)

Into the formula:
( ) ( ) ( 1)

( ) ( ) [ ( ) ( 1)]p i

u k u k u k
K e k K e k e k e k

∆ = − −
= ∆ + + ∆ −∆ −   (9)

Among:
( ) ( ) ( 1)e k e k e k∆ = − −

( 1) ( 2) 0e k e k− = − =

At last:
( ) ( ) ( 1) ( 2)u k A e k Be k Ce k∆ = ∆ − − + −   (10)

( )1A Kp T Ti Td T= + +
( )1 2B Kp Td T= +  ( )C Kp Td T=
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This becomes an incremental PID control [3]. Generally, a computer only needs 
in the same sample period T, select Kp, Td and Ti, determining an output value of the 
controller, is the amount of time related. Software flow chart is in Figure 8. 

SVPWM is determined by the output voltage in α-β coordinate system, know 
output voltage locate in which sector is key point, the decomposed into basic voltage 
vector. Figure 9 gives SVPWM Sector match algorithm software flow chart. 

Start

The control parameters A B C
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The error e(k)=r(k)-c(k)

Given r(k) Feedback c(k)
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P1=signVsβ

P2=2sign(sin60•Vsα-sin30•Vsβ)

P3=4sign(-sin60•Vsα-sin30•Vsβ)

P=P1+P2+P3

Look up the secoter

return

Figure 8. Incremental PID control flaw                           Figure 9. Sector match 

4  Conclusion

In this paper, we developed a permanent magnet brushless DC motor control system. 
The whole system is applied to current loop and speed control loop. The results show 
that the system has better control precision and dynamic response as a follow-up 
study done a good technical foundation.
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The Study on the Power Transmission Line Icing 
Image Edge Detection based on DTW Measure Cluster 
Analysis
Abstract: As a variety of different types of icing on power lines bring different degrees 
of harm to the power transmission lines, it is necessary to distinguish between 
them depending on ice cover feature, in order to adopt different strategies. Edge 
features are an important feature of power transmission line icing, in this paper for 
is discussed the image edge feature extraction difficult problem, according to the 
principles of image segmentation clustering analysis on the image of the sample for 
the Minkowski metric defects, with dynamic time warping (DTW) as the measure of 
inter-cluster analysis of samples similarity measure, this paper proposes a method 
of power transmission line based on DTW measure cluster analysis icing image edge 
feature extraction, clustering center of all clusters formed as the edge features of the 
a power transmission line icing image. Finally, experimental results show that this 
method can extract the power transmission line icing image edge features.

Keywords: Transmission Line Icing; DTW measure; Cluster Analysis; Image Edge 
Detection

1  Introduction 

Transmission Line Icing is a natural phenomenon, usually in the performance 
characteristics of icing into sleet, mixing rime, snow and frost and other types of 
ice, they have different causes. As the presentation of the state of different icing the 
power system has different level of hazards and the hazard range is not the same, it 
is necessary to cover the various types of ice out from the image feature extraction, to 
distinguish between different types of icing, icing for further processing foundation. 
Image features generally have a color feature, a texture feature, and shape and 
spatial relations characteristics in different research or applications, a selection of 
these images is not the same characteristics, and some use a particular feature, and 
some will use a variety of features, forming a large number of image feature extraction 
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method [1-4]. Since the transmission line icing single color information compares 
different types of icing in the texture feature, shape and spatial relationship between 
features exhibits its own unique characteristics, features integrated edge shape and 
spatial relationship between the two aspects characteristic, therefore transmission 
Line ice edge features of the image can be used as a basis for the classification icing 
process. In this paper, this feature is difficult to extract from the image edge according 
to the principles of image segmentation clustering analysis using DTW measure as an 
inter-cluster analysis of samples similarity measure on a proposed power transmission 
line based on DTW measure cluster analysis icing Edge feature extraction method, the 
center of all clusters formed as a clustering feature edge power transmission line icing 
image.

2  Image DTW measure

Minkowski distance, which is used to measure the difference between objects is 
expressed as:

( ) ( )1/

1

ppn
i ii

di st x y
=

= −∑X, Y    (1) 

Where 1 2= x , , , nx x  X   and 1 2= y , , , ny y  Y  , when 1, 2,p = ∞
,the formula (1) represent Euclidean distance, Manhattan distance and Chebyshev 
distance. On the basis of the Euclidean distance, cosine distance is defined as:

( )di st
⋅

=
⋅

X Y
X, Y

X Y    (2) 

Where ⋅  represents vector inner-product,  represents the vector mode, the 
formula (2) represents the cosine of the angle between vectors X two vectors Y in the 
geometric space. The cosine distance extended to the Pearson correlation coefficient, 
expressed as:

( ) ( ) ( )
( ) ( )
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1 1

n
i ii

n n
i ii i

x x y y
di st

x x y y

=

= =

− −
=

− −

∑
∑ ∑

X, Y
   (3) 

Where ,x y are the means of vector X and vector Y.
Usually similarity is defined as the reciprocal of the distance, the greater 

the distance, the lower the similarity; conversely, the smaller the distance, the 
higher the similarity. Namely ( ) ( )1 /si m di st=X, Y X, Y , it is obvious that

( ) ( )si m si m=X, Y Y, X . Since Minkowski theory and calculations are very 
simple, it has a lot of applications in the similarity measure, but the image similarity 
use of Minkowski is mainly two questions:
(1)  The image translated, the image itself is not changed, but the change of the distance 

before and after its translation is very large, namely the Minkowski metric cannot 
be performed on image transforming.
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(2)  The image is scaled or rotated, but the image itself does not change, namely the 
Minkowski metric cannot be performed on image scaled or rotation. It will be 
described using four images, as shown:

Where Figure 1a shows an image of 32x32 pixel size, the white part is the pattern, the 
pixel value of 255, the other part is black background, the pixel value is 0; Figure 1b 
is that Figure 1a moved the white pattern down and right by 5 units of pixels; white 
pattern in Figure 1c is that Figure 1a zoom out by 0.8 and rotated 45 degrees; Figure 1d 
is white pattern of rectangle. According to common sense, we can observe in Figure 
1a, b and c have the same shape, it should have a high similarity, but in Figure 1d  
should be low similarity.

Figure 1. The images of illustrating the similarity measure

With Minkowski distance as similarity measure, which p = 2, Formula as follows:

( ) ( )
31 31 2

0 0
u, [ , ] [ , ]u v

i j
di st v i mg i j i mg i j

= =

= −∑ ∑
   (4) 

Where i mgu and i mgv are data matrixes of image u and v, i mgu[i,j] and i mgv[i,j] are 
the pixel values of the image u and v in i-th row and j-th column. According to the 
formula, we calculated the results, as shown in Table 1.
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Table 1. The Euclidean distance of image a, b, c and d

dist (u,v)/32 a b c d

a 0.000 12.649 10.583 8.944
b 12.649 0.000 12.083 12.247
c 10.583 12.083 0.000 5.657
d 8.944 12.247 5.657 0.000

From the table, it shows that:
1)  With ( ) ( ) ( )di st di st di st< <a, d a, c a, b , the similarity would be 

( ) ( ) ( )si m si m si m> >a, d a, c a, b  between Figure 1a, 1b, 1c and 1d, namely Figure 1a 
is the most similar to Figure 1d than others. However, we observe that they should 
not be the most similar, the conclusion is unreasonable;

2)  With ( ) ( )di st di st<d, b a, b , the similarity would be 

( ) ( )si m si m>d, b a, b , that Figure 1d is more similar to Figure 1b than 
Figure 1a. The conclusion is unreasonable too.

3)  With ( ) ( )di st di st<d, c a, c  and ( ) ( )di st di st<d, c b, c , 
the similarity would be ( ) ( )si m si m>d, c a, c  and ( ) ( )si m si m>d, c b, c , 
that Figure 1 (c) is most similar to Figure 1 (d) than others. So the conclusion is 
unreasonable too.

Since described above defects of Minkowski distance as the image similarity 
measure, paper introduce DTW measure, which was originally used for audio signal 
identification and now has been applied in many fields [5-9]. If there are two vectors 

1 2, , , , ,i mx x x x =  x    and 1 2, , , , ,j ny y y y =  y   , which 
length with m and n , it can construct m nM R ×∈  : 

1 1 1 1

1

1

j n

i i j i n

m m j m n

d( x , y ) d( x , y ) d( x , y )

d( x , y ) d( x , y ) d( x , y )M

d( x , y ) d( x , y ) d( x , y )

 
 
 
 =  
 
 
  

 

    

 

    

 
   (5) 

Where i jd( x , y )  is the distance between the i-th and j-th component of x  and 
y ,which usually been named base distance. It defines a set of contiguous matrix 
elements in the matrix M collection:

{ }1 2, , , , ,i kW w w w w=      (6) 

If the elements meet the boundary, continuity and monotonicity requirement, it can 
be called a path. There are many path met the conditions, commonly used dynamic 
programming to find a path, it can be calculated by the following formula:
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( )
( ) ( ) ( ) ( ){ }

( ) ( )

1 11, 1 =

, mi n 1, , 1, 1 , , 1

= ,
i j

d( x , y )

i j d( x , y ) i j i j i j

di st m n

γ

γ γ γ γ

γ


 = + − − − −

 X, Y    (7) 

Where ( ),i jγ  is the distance between i-th and j-th component of x  and y , the 
( ),m nγ  is the distance between x  and y .

With defined = -i j i jd( x , y ) x y , this paper calculate the distances of image 
a, b, c and d by DTW distance measure, where the image matrix of 32x32 expanded to 
a vector with 1024 length row by row, as shown in Table 2.

Table 2. The DTW distance of image a, b, c and d

dist (u,v) a b c d

a 0 0 255 8160
b 0 0 255 8160
c 255 255 0 4345
d 8160 8160 4345 0

From the table, it shows that:
1)  With ( ) ( ) ( )si m si m si m> >a, b a, c a, d , Figure 1 (a) would be similar to 

(b) and (c) than (d); 
2)  with ( ) ( ) ( )si m si m si m> >b, a b, c b, d , Figure 1 (b) would be similar to 

(a) and (c) than (d); 
3)  with ( ) ( ) ( )si m si m si m= >c, a c, b c, d , Figure 1 (c) would be similar to (a) 

and (b) than (d).

As it can be seen from the above analysis, the DTW distance measure can be resolved 
image similarity problem of image translation, image scaling and image rotation in 
Minkowski distance measure.

3  The image cluster analysis based on DTW measure

In various clustering algorithms, the k-means clustering algorithm has been widely 
used, which is simple in principle and able to solve most clustering tasks. It uses 
Euclidean distance to measure the similarity between objects, whose cluster center 
is the average value of each cluster. It should make changes in k-means clustering 
algorithm that the DTW distance been done the similarity between objects, as shown:

With a set of images { }1 2=，，， nV V V V , the 1 2，，， nV V V  are the 
vectors of images expanded row by row or column by column. Given the definition:

( )
1 1

= ,
ick

j
i i

i j
E di st v v

= =
∑ ∑    (10) 
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Where j
iv  is the j-th object of i-th cluster, iv  is the center of i-th cluster, k  is 

the number of clusters, ic  is the number of objects of i-th cluster, obviously

1 2 . . . kc c c n+ + + = . The cluster analysis task is to find a cluster partition, so that 
the formula (10) to obtain the minimum. The steps as follows:
1)  Initialization, according to the number of clusters, it randomly selects k elements 

in set V, as the initial center of k clusters{ }1 2，，， kv v v .
2)   Element partition, calculating the distances 

( ) ( ) ( ){ }1 2,，,，，,j j j
kdi st v v di st v v di st v v  between element jv  and 

the centers{ }1 2，，， kv v v , the element jv  and the center with 
minimum distance belong to the same cluster. A cluster partition would be
{ }11 2 1 2 1 2

1 1 1，，，，,，，，，，，,，，， i kc c cj
i i i i k k kv v v v v v v v v v      , where j

iv  is the j-th object 
of i-th cluster.

3)  Center update, it find out the object iv  in each cluster{ }1 2，，，，， icj
i i i iv v v v   

such that the ( )
1

,
ic

j
i i

j
di st v v

=
∑  obtain a minimum value.

4)  Repeat steps (2) and (3) such that { }1 2，，， kv v v  is not changed so far.
The similar is high within the same cluster, otherwise is low. 

4  The Icing Image Edge Detection

With the size of image beingw h× , the width of image is w and the height of image 
is h , so the image can be as a matrix with h wR ×∈A .With the size of feature image 
being m n× , it can build a sliding 2D-window with the size of m n× . The image 
is divided into ( ) ( )1 1w m h n− + × − +  overlapping images with the size of 
m n× ,so the image defined in the i-th row and j-th column of matrix A as shown:

( ), : , :i j i i m j j n = + + S A    (8) 

Where 1, 1i h n ∈ − +  , 1, 1j w m ∈ − +  , the : , :i i m j j n + + A
was constituted by elements of i-th to i+m-th rows and j-th to j+n-th columns in the 
matrix A,abbreviated as ( ),i jS .

These images with size of m n× can be expand into a vector with length of
m n×  row by row or column by column, abbreviated as ( ),i jV . The vectors are order 
marked ( )

1
1,1=V V , ( )

2
1,2=V V , , ( )

1
1, 1

w m
w m

− +
− +=V V , ( )

1+1
2,1

w m− + =V V ,

( )
1 2

2,2
w m− + + =V V , , ( )

1+ 1
2, 1

w m w m
w m

− + − +
− +=V V , , ( )( )

( )
1 1

1, 1
w m h n

h n w m
− + − +

− + − +
=V V , 

abbreviated as:
( )( ){ }1 11 2=，，， w m h n− + − +V V V V    (9) 

With the elements of V as cluster analysis objects and the cluster analysis 
algorithm determined according to the formula (10), the images’ similarity is high 
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within the same cluster, otherwise is low. When the center of each cluster is extracted, 
these centers can be used as image feature.

In most cases, the size of the image is generally higher, compared to the size of 
the sliding window is generally small, so the number of sub-images formed by division 
is large; especially the use of DTW distance as the similarity measure, the calculation 
improves accuracy, but also an enormous amount of calculation, to ensure accuracy 
to reduce the number of objects involved in cluster analysis it is the most direct and 
effective way of reducing the amount of computation. In one image, not all pixels are 
feature, most of them are redundant, the paper builds a collection of images using the 
image corner feature, to greatly reduce the amount of computing cluster analysis. The 
image corner is generally defined as the intersection of two sides, the local neighborhood 
with two boundaries and direction of the different regions, which and the nature of 
the image edge features a close to nature, there are a lot of corner extraction methods, 
which reduce the number of objects involved in the calculation of clustering methods 
for many applications [10-13], the paper also use this method to reduce calculation.

5  Experiment

There are two transmission line icing images, having different edge features, as 
shown:

Figure 2. The Transmission Line Icing images
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Where the size of images being 542x358, Figure 2a and b, respectively, using ORB 
[14] to find their corners, respectively 81 and 189 corners, their position in the Figure 3, 
as shown below.

Figure 3.  The ORB corner of the transmission line icing images

It can be seen from the Figure 3 that the ORB corner are at the edge of covered ice part 
and background part, getting 81 and 189 images respectively with these corners as the 
center which width and height are 32 pixels. When the number of clusters is set to 16, 
after the DTW measure cluster analysis were obtained 16 cluster centers, as shown:

The Figure 4a images can be seen are smooth, may represent the edge feature of 
the Figure 2a; the dramatic changes of the Figure 4b images in shape can be observed, 
can represent the edge feature of the Figure 2b.
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 (a) 

 (b) 

Figure 4. the cluster centers of the transmission line icing images
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6  Conclusion

In this paper, the image edge feature extraction difficult problem is discussed, 
according to the principles of image segmentation clustering analysis using DTW 
measure as an inter-cluster analysis of samples similarity measure is proposed a 
method of power transmission line based on DTW measure cluster analysis icing 
image edge detection, the clusters center be formed as the edge feature of the power 
transmission line icing image. Finally, through experiment that the transmission line 
icing images having different edge features show that this method can effectively 
extract power transmission line icing image edge features.
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