
Civil Engineering 
and Symmetry

Edmundas Kazimieras Zavadskas, Romualdas Bausys 
 and Jurgita Antucheviciene

www.mdpi.com/journal/symmetry

Edited by

Printed Edition of the Special Issue Published in Symmetry



Civil Engineering and Symmetry





Civil Engineering and Symmetry

Special Issue Editors

Edmundas Kazimieras Zavadskas

Romualdas Bausys

Jurgita Antucheviciene

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade



Special Issue Editors

Edmundas Kazimieras Zavadskas

Vilnius Gediminas Technical University

Lithuania

Romualdas Bausys

Vilnius Gediminas Technical University

Lithuania

Jurgita Antucheviciene

Vilnius Gediminas Technical University

Lithuania

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Symmetry

(ISSN 2073-8994) from 2017 to 2019 (available at: https://www.mdpi.com/journal/symmetry/

special issues/Civil Engineering Symmetry).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number,

Page Range.

ISBN 978-3-03921-002-2 (Pbk)

ISBN 978-3-03921-003-9 (PDF)

c© 2019 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Special Issue Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Edmundas Kazimieras Zavadskas, Romualdas Bausys and Jurgita Antucheviciene

Civil Engineering and Symmetry
Reprinted from: Symmetry 2019, 11, 501, doi:10.3390/sym11040501 . . . . . . . . . . . . . . . . . 1

Kajal Chatterjee, Edmundas Kazimieras Zavadskas, Jolanta Tamošaitienė,
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Abstract: A topic of utmost importance in civil engineering is finding optimal solutions throughout
the life cycle of buildings and infrastructural objects, including their design, manufacturing, use,
and maintenance. Operational research, management science, and optimisation methods provide a
consistent and applicable groundwork for engineering decision-making. These topics have received
the interest of researchers, and, after a rigorous peer-review process, eight papers have been
published in the current special issue. The articles in this issue demonstrate how solutions in civil
engineering, which bring economic, social and environmental benefits, are obtained through a
variety of methodologies and tools. Usually, decision-makers need to take into account not just a
single criterion, but several different criteria and, therefore, multi-criteria decision-making (MCDM)
approaches have been suggested for application in five of the published papers; the rest of the papers
apply other research methods. The methods and application case studies are shortly described further
in the editorial.

Keywords: multiple-criteria decision-making (MCDM); hybrid MCDM; fuzzy sets; rough sets;
D numbers; 3D modelling; image processing; experimental testing; civil engineering; manufacturing
engineering; transportation; logistics

1. Introduction

A topic of utmost importance in civil engineering is finding optimal solutions throughout the
life cycle of buildings and infrastructural objects, including their design, manufacturing, use, and
maintenance. Operational research, management science, and optimisation methods provide a
consistent and applicable groundwork for engineering decision-making. Real-world decision problems
are usually solved by applying a multi-criteria decision making (MCDM) framework, which means that
decisions are constructed by considering multiple criteria or points of view and taking them into account.
Therefore, MCDM has become a universal tool for the solution of real-world problems. The MCDM
method review, performed by Mardani et al. [1], distinguished 15 fields of real-world problems: Energy,
environment and sustainability, supply chain management, material selection, quality management,
geographic information systems, construction and project management, safety and risk management,
manufacturing systems, technology and information management, operations research and soft
computing, strategic management, production management, and tourism management.

The evolution of the MCDM methods has been directed to take into account the uncertainty of the
initial information. Due to the different application areas, modern decision-making solutions quite
frequently include linguistic valuations of the different aspects of the considered alternatives. This
information type is characterised by not-strictly-defined meanings. Symmetry-based techniques play

Symmetry 2019, 11, 501; doi:10.3390/sym11040501 www.mdpi.com/journal/symmetry1
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quite an important role in considering systems involving uncertainty in the information. Considerable
research concerning decision-making has been performed by applying neural networks, fuzzy logic,
and interval numbers. The success of these approaches relies on the fact that all these methods are
derived through utilising the appropriate symmetries. Therefore, different fuzzy approaches have been
proposed to model this type of information. For the most popular MCDM methods, such as DEMATEL,
PROMETHEE, TOPSIS, AHP, ANP, VIKOR, COPRAS, ARAS, and WASPAS, fuzzy extensions have
been proposed [2–4].

Neuro-fuzzy systems have been proposed to cover more complicated formulations of
decision-making problems. A comprehensive review, concerning numerous innovation aspects
in neuro-fuzzy systems and the applications of these systems in various real-life issues, is presented
in [5].

Intensive research has been performed in order to extend their capabilities, concerning
the more accurate modelling of the uncertain and vague initial information in decision-making
problems. The various “fuzzy” approaches have been proposed to model different aspects of the
information uncertainty. Neutrosophic sets, recently introduced by Smarandache, opened up new
possibilities for representing the uncertain and inconsistent information encountered in decision-making
formulations [6]. Fuzzy-rough sets have been applied in various fields, such as expert systems,
knowledge discovery, information system, inductive reasoning, intelligent systems, data mining,
pattern recognition, decision-making, and machine learning [7].

Additionally, fuzzy sets have been intensively applied in decision-making problems modelled
within the aggregation operator framework. Various aggregation operators under different fuzzy sets
are reviewed in [8].

The methodological aspects of the decision-making problems in civil engineering, concerning the
combination and integration of fuzzy and probabilistic models to deal with the uncertainties, were
discussed in [9].

Research into the development of new MCDM methods has been directed towards hybrid MCDM
approaches. The most popular hybrid MCDM methods demonstrate advantages over the traditional
ones in solving complicated problems, which involve stakeholder preferences, interconnected or
contradictory criteria, and uncertain environments. The evolution of the new hybrid MCDM approaches,
such as multiple rule-based decision-making (MRDM), which can be characterized by relevant
knowledge for supporting systematic improvements based on influential network relation maps
(INRM), has been studied in [10–12].

Extensive reviews dedicated to the application of the MCDM methods in different fields of human
activity are presented in [13–17]. Applications in areas such as transportation, supplier evaluation
and selection, the tourism and hospitality industries, service quality evaluation, and the circular
economy in the context of the supply chains are discussed in these publications. The particular
aspects concerning cultural heritage object preservation, including economic, historical, archaeological,
religious, technological, and research indicators are considered in [18]. For the solution of this
problem, analytic hierarchy process (AHP) and evaluation based on distance from average solution
(EDAS) methods are applied. The issue of the conceptual design of a bridge structure by a modified
fuzzy Technique for Order of Preference by Similarity to Ideal Solution method, under uncertainty,
is solved in [19]. The effective material selection for civil engineering objects is performed by an
Analytic Hierarchy Process (AHP) and a fuzzy Multi-Objective Optimisation on the Basis of Ratio
Analysis (MOORA) [20]. The distinctive features of the application of hesitant fuzzy and single-valued
neutrosophic sets are taken into consideration in [21,22].

2. Contributions

The current Special Issue collects eight articles. They all are original research articles; no review
articles or technical reports have been published in the current issue.
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The papers contribute to decision-making techniques for civil engineering problems involving
symmetric, asymmetric, or non-symmetrical information. The suggested methodologies and tools
mainly include novel or extended multiple-criteria decision-making models and methods under
uncertain environments. Additionally, three papers published in the current issue do not apply MCDM
methods. They contribute to problems related to symmetry by offering other solution methods.

The topics of the Special Issue gained attention mostly in Europe, as well as in Asia. Thirty-four
authors from eight countries contributed to the Issue (see Figure 1).

 

Lithuania

Serbia

Romania

Iran

Bosnia and Herzegovina

China

India

Poland

Figure 1. Distribution of authors by countries.

The distribution of papers, according to author affiliations, is presented in Table 1. Co-authors from
Lithuania contributed to four papers, together with co-authors from Serbia, Bosnia and Herzegovina,
India, and Iran. Authors from Poland, Rumania, and China contributed with a single paper each.
Researchers from Serbia, together with co-authors from Bosnia and Herzegovina, contributed one
more paper.

Table 1. Publications by countries.

Countries Number of Papers

Poland 1
Rumania 1

China 1
Bosnia and Herzegovina–Serbia 1

Iran–Lithuania 2
India–Lithuania 1

Bosnia and Herzegovina–Serbia–Lithuania 1

The papers concerning related analysis methods or decision-making approaches are classified
into several groups, as presented in Figure 2. Five of the eight papers apply MCDM methods and,
mostly, they propose models and techniques under uncertain environments (i.e., fuzzy or rough
models). Individual articles that do not deal with multiple-criteria decisions apply other approaches:
Experimental testing, image processing, and 3D modelling.

The case studies and application examples of the proposed approaches dealing with symmetrical,
asymmetrical, or non-symmetrical problems and presented in the current special issue, can be grouped
into three research areas, consisting of 2,3 papers each (see Figure 3).
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Research Papers (8)

Hybrid MCDM (5)

Fuzzy 
MCDM (2) 

Fuzzy 
ARAS (1)

D-ANP-
MABAC (1)

Rough 
MCDM (2)

Rough EDAS,

DEMATEL (1)

Rough BWM, 

R-SAW (1)
Neural 

Networks (1)
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Image Processing (1)

Experimental Testing (1)

Figure 2. Decision-making approaches.

Construction Engineering 
and Management

•Designing of roof
•Risk of a construction 

project evaluation

Transportation; 
Logistics

•Supplier selection
•Selection of wagons (in a 

logistic company)
•Airplane boarding 

strategy selection

Production / 
Manufacturing 

Engineering

•Shovel cost estimation
•Tool wearing evaluation

•Project evaluation: oil and 
gas well drilling

Figure 3. Research areas of case studies.

One group of papers is related to construction engineering and management. In one of the papers,
the crucial problem, concerning construction management, is studied by applying a hybrid fuzzy
D-ANP-MABAC model for risk evaluation of the construction projects, involving a combination of
D-numbers, an analytical network process (ANP), and a multi-attributive border approximation area
comparison (MABAC) method [23]. Another construction engineering paper does not apply MCDM
methodology. The article aims to develop a systematic and practical approach to the early stages of the
parametric design of roof shells; a compound of four concrete elements [24].

One of the most numerous research areas is Production/Manufacturing Engineering. Two papers
in the area apply MCDM methodology. An oil and gas well drilling project evaluation is made
by a proposed novel approach using an interval-valued fuzzy Additive Ratio Assessment (ARAS)
method [25]. The paper makes a significant contribution to the literature, as an alternative method for
the evaluation of this type of project. Next, for the mining industry, a hybrid multi-criteria model for
shovel capital cost estimation, using multivariate regression and neural networks, is proposed [26].
One more proposal for flexible manufacturing systems is presented in a paper [27], which is aimed at a
tool-wear analysis of the tool flank by applying image processing.

Another research area is Transportation and Logistics, involving three research papers. It is nice
to mention that two of the papers suggest applying Rough MCDM methods. The supplier selection
in a construction company is recommended to be made by utilising a combination of two extended
methods: DEMATEL (Decision Making Trial and Evaluation Laboratory) for obtaining the relative
weights of important criteria, and an EDAS (Evaluation based on Distance from Average Solution)
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method for the supplier evaluation and selection [28]. A combination of another two rough methods,
rough BWM (Best–Worst Method) and rough SAW (Simple Additive Weighting), is provided for the
selection of wagons in a logistics company [29]. However, the last paper from the special issue is
not related to MCDM. It analyses the optimal organising of airplane passenger boarding/deboarding
strategies as one of the potential possibilities to reduce the airplane turnover time by experimental
testing [30].

3. Conclusions

The topics of this Special Issue have raised the interest of researchers both in Europa and in Asia;
researchers from eight countries, including international collaborations, authored and co-authored
papers published in this Issue.

Although multiple-criteria decision-making was one out of many announced topics, more than
half of the papers (five papers out of the eight published papers) applied MCDM methods in their
research. Therefore, multiple-criteria decision-making techniques proved to be well-applicable to
symmetric/asymmetric information management.

Most approaches suggested decision models under uncertainty, proposing hybrid MCDM methods
in combination with fuzzy or rough set theory, as well as D-numbers.

The application areas of the proposed MCDM techniques mainly covered
production/manufacturing engineering, logistics and transportation, and construction engineering
and management.

Author Contributions: All authors contributed equally to this work.
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Abstract: Multi-stakeholder based construction projects are subject to potential risk factors due
to dynamic business environment and stakeholders’ lack of knowledge. When solving project
management tasks, it is necessary to quantify the main risk indicators of the projects. Managing these
requires suitable risk mitigation strategies to evaluate and analyse their severity. The existence of
information asymmetry also causes difficulties with achieving Pareto efficiency. Hence, to ensure
balanced satisfaction of all participants, risk evaluation of these projects can be considered as
an important part of the multi-criteria decision-making (MCDM) process. In real-life problems,
evaluation of project risks is often uncertain and even incomplete, and the prevailing methodologies
fail to handle such situations. To address the problem, this paper extends the analytical network
process (ANP) methodology in the D numbers domain to handle three types of ambiguous
information’s, viz. complete, uncertain, and incomplete, and assesses the weight of risk criteria.
The D numbers based approach overcomes the deficiencies of the exclusiveness hypothesis and
completeness constraint of Dempster–Shafer (D–S) theory. Here, preference ratings of the decision
matrix for each decision-maker are determined using a D numbers extended consistent fuzzy
preference relation (D-CFPR). An extended multi-attributive border approximation area comparison
(MABAC) method in D numbers is then developed to rank and select the best alternative risk response
strategy. Finally, an illustrative example from construction sector is presented to check the feasibility
of the proposed approach. For checking the reliability of alternative ranking, a comparative analysis
is performed with different MCDM approaches in D numbers domain. Based on different criteria
weights, a sensitivity analysis of obtained ranking of the hybrid D-ANP-MABAC model is performed
to verify the robustness of the proposed method.

Keywords: D number; analytical network process (ANP); multi-attributive border approximation
area comparison (MABAC); multi-criteria decision-making (MCDM); consistent fuzzy preference
relation (CFPR); construction project risk; risk management

1. Introduction

In recent decades, projects in the construction sector have become more complex and risky
due to the diverse nature of activities among global companies [1–8]. In comparison to other
sectors, construction projects encounter more risks due to uncertainties occurring because of various
construction practices, working conditions, mixed cultures and political conditions between host and
home countries [9–12]. Thus, in this scenario, risk management can be considered a vital part of the
decision-making process in construction projects. These projects may involve many stakeholders,
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in addition to uncertain socio-economic conditions at the project site, bringing big challenges to
practitioners of the industry in recent decades [13,14]. Construction project failure may cause higher
costs and time over-runs, requiring a systematic risk assessment and evaluation procedure to classify
and respond to changes [15,16].

Thus, prioritisation among construction based risk portfolios, and finding suitable risk mitigation
strategies for construction projects, can be introduced as multi-criteria decision making (MCDM)
problems. Researchers have recently proposed new methods for prioritising risks in construction
based projects [10,17–19]. In addition, the increasing dynamism of construction projects has resulted
in extensive impreciseness and subjectivities in this risk investigation procedure. With respect to the
identification of risk criteria, a methodology is needed to sort and prioritise criteria weights, based on
specific environments and domain experts’ judgment. In the real world, since various uncertainties
occur in the decision-making process due to subjective and qualitative judgment of decision-makers
(DMs), so it is essential to develop a more optimised technique that can handle various types of
uncertainties [15,20–24].

In this scenario, a proper decision-making methodology is required to solve multiple conflicting
interdependent criteria when evaluating risks in construction projects. In recent years, the number
of papers related to analytic hierarchy process (AHP) and analytic network process (ANP) methods,
considering supplier selection procedure, has increased substantially [25–29]. However, increasing
the number of criteria or comparison levels causes confusion in decision makers’ (DMs) judgments,
resulting in incomplete decision-making and inconsistency in the evaluator’s judgments, thus reducing
strategy selection ability. Under these circumstances, Herrera-Viedma et al. [30] proposed consistent
fuzzy preference relations (CFPR) to evade inconsistency in the decision-making process, and thus
models have been developed with CFPR structuring of the problem of multi-criteria knowledge based
strategy selection both with AHP [31] and ANP [32,33]. The CFPR methodology requires less time,
has computational simplicity, and also guarantees consistency of decision matrices. However, as CFPR
is based on complete and certain information, there always exists a possible inconsistency risk due to
the inability of DMs to deal with overcomplicated objects [34].

It is obvious that the approaches mentioned above can play a vital role under some special
circumstances, but it also reveals more uncertainties due to the subjective judgment of experts’
assessment. For fuzzy set theory it is difficult to determine in advance membership function values
before making any decision in an uncertain and vague environment [8]. Interval theory has the same
deficiency [23]. In addition, the frame of discernment and basic probability assignment (BPS) present
in dempster–shafer (D–S) evidence theory limits its ability to represent incomplete information in
uncertain situations [34,35]. In order to overcome the above shortcomings and effectively handle
various uncertain and incomplete information, D numbers [36], a special kind of random set, is applied
in the construction of CFPR. The D-CFPR [34] method expresses the expert’s linguistic preference
values using D numbers, and can also be converted to traditional CFPR. In recent years, papers
related to D numbers based MCDM methods have begun to appear, viz. D numbers based vlse
kriterijumska optimizacija i kompromisno resenje (D-VIKOR) [37], D number based grey relational
projection (D-GRP) [38], D numbers based analytic hierarchy process (D-AHP) [39,40], D numbers
based technique for order of preference by similarity to ideal solution (D-TOPSIS) [41], and D numbers
based decision-making trial and evaluation laboratory (D-DEMATEL) [42].

Besides managing the various risks associated with construction projects, this study also attempts
to categorise and assess their risk mitigation strategies, thus setting up a proper framework that is
accountable to investors in the construction sector. Thus, a survey on risk mitigation strategies is
performed, based on the recent works [9,23,43], to alleviate construction projects risks. Based on the
above considerations, this paper also develops an extended version of the MABAC methodology in
an uncertain and incomplete decision environment, in order to evaluate risk mitigation strategies
in construction based projects. Some papers related to MABAC have been published in recent
years, viz. traditional DEMATEL-MABAC [44], pythagorean fuzzy MABAC [45], interval type 2
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fuzzy MABAC [46], interval-valued intuitionistic fuzzy MABAC [47], and the fuzzy AHP-MABAC
model [48].

Thus, the key motivation of this paper is to develop a D numbers based ANP-MABAC
decision-making methodology for prioritising construction project risks, and to find suitable mitigating
strategies in uncertain and incomplete decision environments. In this paper, we choose the ANP
methodology due to its ability to represent the potential interactions, interdependences, and feedback
among the risk based criteria and sub-criteria. Hesamamiri et al. [33] developed a systematic
framework combining ANP and CFPR to properly assess and select a knowledge management strategy.

In this paper, CFPR is taken into the decision matrix under D-ANP to find the priority vectors of
the criteria for uncertain and incomplete environments. Thus, the main objectives of this research are
as follows:

• Categorise and describe proper risk issues concerning various socio-economic, technical, and
geo-political based sectors correlated to construction projects.

• Develop a logical structure incorporating a D-CFPR based ANP model for risk prioritisation
during construction.

• Identify and prioritise risk response factors in the construction industry based on the
D-MABAC methodology.

This paper is organised as follows: Section 2 offers an outline of construction projects along with
a review of risk assessment in the sector. Section 3 briefly discusses the preliminaries of D–S evidence
theory and D numbers theory, along with their properties. In Section 4, algorithmic methodologies of
D-CFPR, D-ANP, and D-MABAC are discussed. Section 5 demonstrates the effectiveness of the
above methodology by presenting a numerical example on risk prioritisation and responses in
the construction sector. A discussion based on sensitivity analysis is given in Section 6. Finally,
the conclusions and future direction of the present research are given in Section 7.

2. Risks in Construction Projects

2.1. An Overview

The construction industry in general, as well as individual construction projects, deals with
various threats, which are called risks. Risk assessment in construction projects has been applied
differently from project to project (using various models of risk assessment) to evaluate the risk in
certain activities of the project [49]. However, the socio-economic complexity involved in construction
events makes it more risk prone, so that there may be negative effects on project sustainability [23].
Due to various complex factors, the construction industry is highly diverse and heterogeneous,
experiencing a great deal of dynamic change with global sourcing and increasing price competition [50].

To overcome these risks, contractors have generally used high mark-ups, but this approach is no
longer effective, as their margins have become smaller [51]. In recent decades, the stages involved
in construction projects have become far more complex in nature, due to technological upgrading
and stakeholder pressure, and are characterised by a number of uncertainties, which have a negative
influence on the projects [52]. As risk free construction projects are impossible in real life, a controlled
risk assessment procedure is required to manage various risks in the projects. The aim of this study is
to highlight the main risks that construction projects face and the risk mitigation strategies used to
manage them.

2.2. Previous Studies on Risk Assessment in Construction Projects

There have been substantial developments over the last four decades in research related to
construction project management. Projects have been considered that are either exposed to risks,
or have apparently inherited risk due to the participation of several stakeholders (as owners,
contractors and designers); see [53] among others. For classifying and managing risks effectively, many
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methodologies have been suggested in the literature. In this section, a list of the existing approaches to
construction project risk management is now briefly summarised.

Wang et al. [4] developed an alien eyes’ risk (AER) model, categorising the project risks and their
mutual relationships, and proposing a qualitative risk mitigation framework. Schieg [17] adopted
a risk management process in construction project management, concentrating more on personal area
risks. Zavadskas et al. [23] presented risk assessment based on the MCDM method and applying
TOPSIS grey and grey number based complex proportional assessment (COPRAS-G). Wen [54]
integrated rough sets and artificial neural networks (ANN) for risk evaluation of construction projects.
Fouladgar et al. [55] proposed a risk evaluation outline faced during tunneling operations based on
fuzzy TOPSIS methodology. Taroun and Yang [56] hybridised the dempster–shafer (D–S) theory of
evidence and evidential reasoning algorithm for structuring personal experience and professional
judgment with a spreadsheet-based decision support system. Mohammadi and Tavakolan [25]
combined fuzzy logic and AHP in traditional failure mode effect analysis (FMEA) for construction
project risk assessment. Serpella et al. [18] applied a knowledge-based approach, based on a three-fold
arrangement and risk management function, to address project risks in the construction management
sector. Ebrat and Ghodsi [14] identified the risks in construction projects based on the adaptive
neuro fuzzy inference system and stepwise regression model for the evaluation of project risks.
Taylan et al. [15] proposed hybrid methodologies combining fuzzy AHP and fuzzy TOPSIS and
applied the relative importance index method to prioritise the project risks based on the data obtained.
Iqbal et al. [9] considered two types of risk management technique during project execution, viz.
preventive techniques (to manage risk before the start of the project) and remedial techniques (after
occurrence of the risk). Vafadarnikjoo et al. [24] developed an intuitive fuzzy decision-making trial
and evaluation laboratory (DEMATEL) to prioritise risks associated with construction projects by
using the risk breakdown structure. Ahmadi et al. [27] analysed the criteria for prioritising potential
risk events and quantified it using fuzzy AHP. The best response action for a risk event is then
identified with respect to the same criteria using a scope expected deviation index. Santos and
Jungles [19] evaluate the completion of construction project risk by considering the correlation of
delay and the schedule performance index along with any time over-run. Shin et al. [28] made
a comparative analysis of AHP and fuzzy AHP to evaluate the potential risk factors at the construction
site of a nuclear power plant. Kao et al. [57] proposed an integrated fuzzy ANP based balanced
scorecard system for evaluation of relevant bilateral factors in Taiwanese construction projects. Burcar
Dunovic et al. [58] assessed large infrastructure projects by integrating the risk impact cumulative
distribution curve based MCDM approach. Yousefi et al. [59] proposed a neural network model for
predicting emerging time and cost claims applied to Iranian construction projects. Valipour et al. [60]
presented a fuzzy cybernetic ANP model for proper identification of public-private partnership project
based risks. Ulubeyli and Kazaz [61] developed a fuzzy based sub-contractor selection model (CoSMo)
for global based construction projects. Rajakallio et al. [62] analysed the solution delivery from
a network perspective in integrated business model renewal. For assessing risk in deep foundation
excavation, Valipour et al. [63] developed a step-wise weight assessment ratio analysis (SWARA)
based complex proportional assessment (COPRAS) framework to analyse Iranian construction project
uncertainty. Khanzadi et al. [64] solved the dispute resolution problem in the construction sector
by considering a grey number based discrete zero-sum two-person matrix game model. Keshavarz
Ghorabaee et al. [65] presented the hybrid fuzzy step-wise weight assessment ratio analysis (SWARA)
based ‘evaluation based on distance from average solution’ (EDAS) model for assessment of the
construction equipment by taking sustainability into account.

3. Preliminaries

3.1. Dempster–Shafer (D–S) Evidence Theory

To deal with real world information, which may be ambiguous, various imprecise decision-making
models based on probability theory, fuzzy set theory, and D–S evidence theory have been
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developed [66]. D–S evidence theory directly expresses uncertain information by allocating the
probability to the multiple object based subsets in lieu of individual items [67]. Due to its ability
to compare pairs of evidence or belief functions when deriving new ones, and its superiority in an
uncertain environment, evidence theory has been widely applied in various domains [22,34,39,68–70].

Certain basic definitions are now presented. Let U denote the frame of discernment representing
a collective set of exhaustive and mutually exclusive events, and each element of 2U (a power set in U)
represents a proposition [22]. Based on these, basic probability assignment (BPA) is defined as follows:

Definition 1. Basic Probability Assignment (BPA)

A finite non-empty set of mutually exclusive and exhaustive hypotheses for any problem domain
is called its frame of discernment. In lieu of a D–S evidence framework, the BPA is defined on a frame of
discernment to express the imprecise judgements of experts [39]. Thus, if 2U denotes the power set of
a finite non-empty set U, then a BPA is defined as a mapping m satisfying (1) and (2):

m : 2U → [0, 1], (1)

m(φ) = 0 and ∑
A∈2U

m(A) = 1, (2)

where φ is an empty set and A is any element of 2U . If m(A) > 0, A is called its focal element, and the
union of all focal elements is the core of the mass function.

Example: Suppose there exists a task to assess a project. In the frame of D–S theory, the frame of
discernment is the proposed project set B = {b1, b2, b3}.

As per the expert view, a BPA can be created to express their assessment result: m({b1}) = 0.2;
m({b2}) = 0.7; m({b2, b3}) = 0.1, where b1 = [0, 40], b2 = [41, 70], b3 = [71, 100]. In addition, the
set B = {b1, b2, b3} is a frame of discernment in D–S theory with m({b1}) + m({b2}) + m({b2, b3}) = 1.

3.2. D Numbers Theory

Although D–S evidence theory is operative in the data fusion problem, it is restricted to handling
semantic information where linguistic variables are not mutually exclusive [39,70]. Intuitively, if some
hypotheses of D–S theory are removed reasonably, the ability to represent and handle uncertain
information may greatly improve. Overall, in many practical scenarios, the experts fail to have
complete information, and the assessment is done solely on the basis of partial information, resulting
in an incomplete BPA. Based on this idea, Deng [36] proposed D numbers theory, a generalisation of
evidence theory, in order to characterise ambiguous data, as defined in (3) and (4) below:

Definition 2. D Numbers [36]

Let Ω be a finite nonempty set, D numbers is defined by a mapping:

D : Ω → [0, 1], (3)

with ∑
B⊆Ω

D(B) ≤ 1 and D(φ) = 0, (4)

where φ is an empty set and B is a subset of Ω.
Compared with D–S evidence theory, the D numbers concept has the advantages that [34,39,42,71]:

• Firstly, D numbers with nonexclusive hypothesis in each element of the frame of discernment is
more applicable for linguistic assessment.

• Secondly, in an evidence theory, a normal BPA must be complete, implying that the sum of all
focal length elements in BPA is 1. D numbers allows the experts to input incomplete and uncertain
information to the framework resulting in an incomplete BPA, thus releasing the completeness
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constraint. Thus, if ∑
B⊆Ω

D(B) = 1, the information is said to be complete, and for ∑
B⊆Ω

D(B) < 1,

the information is said to be incomplete.

Example 1. Let an expert give his assessment on the condition of a bridge, using D numbers, in a scale interval
of [0,100]. The expert express his assessment in an incomplete BPA framework as follows:

D({a1}) = 0.5; D({a2}) = 0.3; D({a1, a2, a3}) = 0.1,

where a1 = [0, 60], a2 = [45, 75], and a3 = [65, 100].

Hence, the set of {a1, a2, a3} is not a frame of discernment, because the elements in the above
set are not mutually exclusive. In addition, since D({a1}) + D({a2}) + D({a1, a2, a3}) = 0.9 < 1,
the above information is incomplete. This example shows that the definition of D numbers is similar
to the definition of the mass function.

Definition 3. D numbers for a discrete set [36]

For a discrete set Ω = {b1, b2, . . . , bi, . . . , bn}, where bi ∈ R and bi �= bj(i �= j), a special form of D
numbers can be expressed as:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

D({bi}) = vi (i = 1, 2, . . . , n)
or denoted as,
D = {(b1, v1), (b2, v2), . . . , (bi, vi), . . . , (bn, vn)},

where vi > 0 and
n
∑

i=1
vi ≤ 1.

(5)

Definition 4. Permutation invariability [22,71].

Two D numbers D1 = {(b1, v1), , . . . , (bi, vi), . . . , (bn, vn)} & D2 = {(bn, vn), , . . . , (bi, vi), . . . , (b1, v1)}
are said to be invariable if:

D1 ⇔ D2 . (6)

Example 2. If there are two D numbers:

D1 = {(0.0, 0.7), (1.0, 0.3)} and D2 = {(1.0, 0.3), (0.0, 0.7)}, then, D1 ⇔ D2 .

Definition 5. D numbers integration [6,36].

Let D = {(b1, v1), (b2, v2), . . . , (bi, vi), . . . , (bn, vn)} be a D number; then, the integration
representation I(D) of the D number is defined as:

I(D) =
n

∑
i=1

bivi . (7)

Example 3. Let D = {(1, 0.3), (2, 0.4), (3, 0.1), (4, 0.2), (5, 0.2)}, then I(D) = 1 × 0.3 + 2 × 0.4 + 3 ×
0.1 + 4 × 0.2 + 5 × 0.2 = 3.2.

4. Methodology

4.1. D-CFPR: D Numbers Extended CFPR

Based on the additive transitive property, Herrera-Viedma et al. [30] put forward the consistent
fuzzy preference relation (CFPR) for structuring an n × n decision matrix, which requires only (n − 1)
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pair wise comparisons, in lieu of n(n − 1)/2 comparisons needed for constructing a fuzzy preference
relation. Preserving both the reciprocity and transitivity properties, CFPR is constructed only on
complete and certain information but fails to deal with cases containing insufficient information [34,36].
Citing the same deficiency as in the case of fuzzy preference relations, Deng et al. [39] proposed
the concept of a D numbers preference relation encompassing the fuzzy preference relations of the
D numbers domain. In addition, considering the insufficiency in traditional CFPRs, Zuo et al. [42]
proposed a D numbers consistent fuzzy preference relation matrix, abbreviated as D-CFPR matrix using
D numbers to express linguistic preferences given by experts to construct the CFPR. In the following
steps, we will discuss the algorithmic methodology of D-CFPR, where distribution assessments are
assessed under incomplete or missing information.

Step 1: Construct a D-CFPR matrix (RD). The D numbers extended CFPR is advocated to reinforce
the capability of CFPR to express uncertain and incomplete information. A D numbers based preference
relation on a set of criteria C = {C1, C2, . . . , Cn} is characterized by a n × n matrix RD =

[
Dij

]
n×n on

the product set C × C, whose elements are formulated as per Equation (8), and represented in matrix
form (9):

RD : C × C → D, (8)

C1 C2 . . . Cn

RD =

C1

C2
...

Cn

⎡⎢⎢⎢⎢⎣
D11 D12 · · · D1n
D21 D22 · · · D2n

...
...

. . .
...

Dn1 Dn2 · · · Dnn

⎤⎥⎥⎥⎥⎦ , (9)

where Dij =
{(

b1
ij, v1

ij

)
,
(

b2
ij, v2

ij

)
, . . . ,

(
bp

ij, vp
ij

)
, . . .

}
, Dji = ¬Dij =

{(
1 − b1

ij, v1
ij

)
,
(

1 − b2
ij, v2

ij

)
, . . . ,(

1 − bp
ij, vp

ij

)
, . . .

}
, ∀i, j ∈ {1, 2, . . . , n}, bp

ij ∈ [0, 1], vp
ij > 0, ∑

p
vp

ij = 1. Obviously, Dii =

{(0.5, 1.0)} ∀ i ∈ {1, 2, . . . , n} in RD.
In Equation (9), is RD called a D-CFPR as it is constructed based on (n − 1) pair wise

comparisons, denoted as
{

D12, D23, . . . , D(n−1)n

}
representing a set of D numbers. Considering

the set of preference values B =
{

Dji, 1 ≤ i < j ≤ n
}

, the elements of which are denoted

Dji =
{(

b1
ji, v1

ji

)
,
(

b2
ji, v2

ji

)
, . . . ,

(
bk

ji, vk
ji

)
, . . .

}
, which can also be represented as follows [42]:

Dji =
j − i + 1

2
− Di(i+1) − D(i+1)(i+2) − . . . − D(j−1)j,

where each component
(

bk
ji, vk

ji

)
in Dji is obtained by:

bk
ji =

j−i+1
2 − bx

i(i+1) − by
(i+1)(i+2) − . . . − bk

(j−1)j, ∀(x, y, . . . , z)

vk
ji = ∑

(x,y,.....z)∈Ω
vx

i(i+1) × vy
(i+1)(i+2) × . . . × vz

(j−1)j,

⎫⎬⎭, (10)

where Ω =
{
(x, y, . . . , z)

∣∣∣ bk
ji =

j−i+1
2 − bx

i(i+1) − by
(i+1)(i+2) − . . . − bk

(j−1)j

}
,
(

bx
i(i+1), vx

i(i+1)

)
is the xth

component of Di(i+1),
(

by
(i+1)(i+2), vy

(i+1)(i+2)

)
is the yth component of D(i+1)(i+2),

(
bz
(j−1)j, vz

(j−1)j

)
is

the zth component of D(j−1)j
Thus, based on the reciprocal property, the rest of the entries in D-CFPR (9) are calculated as per

Equation (11) as follows:
Dji = ¬Dij, ∀i, j ∈ {1, 2, . . . , n}. (11)

As per Equations (9)–(11), a D-CFPR can be constructed based on (n − 1) pair wise comparisons{
D12, D23, . . . , D(n−1)n

}
. In the D-CFPR generated above, some values of the b′ijs in Dij, i, j ∈

(1, 2, . . . , n) that fall in the interval [−a, 1 + a], a > 0 need to be transformed using Equation (12):
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f : [−a, 1 + a] → [0, 1], f (r) =
r + a

1 + 2a
. (12)

The transformation function (12) works as a normalisation, which transforms the values of b′ijs
from [−a, 1 + a] to the interval [0,1].

Step 2: Determine the crisp matrixRc. Convert the matrix RD =
[
Dij

]
n×n in (9) to a crisp matrix

RC =
[
cij
]

n×n (13) using the integration representation of D numbers (as per Equation (7)), where each
element cij = I

(
Dij

)
i, j = 1, 2, . . . , n:

Rc =
[
cij
]

n×n =

⎡⎢⎢⎢⎢⎣
c11 c12 · · · c1n
c21 c22 · · · c2n
...

...
. . .

...
cn1 cn2 · · · cnn

⎤⎥⎥⎥⎥⎦. (13)

Step 3: Construct a probability matrix Rp. Based on the crisp matrix RC (13), construct a probability
matrix Rp =

[
pij

]
n×n (14), representing the preference probability between a pair wise set of n criteria

C = {C1, C2, . . . , Cn}:

Rp =
[
pij

]
n×n =

⎡⎢⎢⎢⎢⎣
p11 p12 · · · p1n
p21 p22 · · · p2n

...
...

. . .
...

pn1 pn2 · · · pnn

⎤⎥⎥⎥⎥⎦. (14)

In Rp, the element pij = Pr
(
Ci � Cj

)
, ∀i, j ∈ {1, 2, . . . . . ., n}, where “ � ” represents “prefer to”.

Based on (13), a set of rules is suggested to generate Rp.

• For the elements satisfying cij + cji = 1.0,

� If cij > 0.5, then Pr
(
Ci � Cj

)
= 1 and Pr

(
Ci ≺ Cj

)
= 0,

� If cij ≤ 0.5, then Pr
(
Cj > Ci

)
= 1 and Pr

(
Ci > Cj

)
= 0 .

• When cij + cji > 1.0 : cij ≥ 0.5 and cji ≥ 0.5,

� If cij ≥ 0.5, then Pr
(
Ci � Cj

)
= 1 and Pr

(
Cj � Ci

)
= 0,

� If cji ≥ 0.5, then Pr
(
Cj � Ci

)
= 1 and Pr

(
Ci � Cj

)
= 0 .

• when cij + cji < 1.0 : cij < 0.5 and cji < 0.5.

In this condition, the unallocated preference (up) is cup = 1 − (
cij + cji

)
. The probability of one

criteria outperforming another criteria is as follows:

� If cij < 0.5, then Pr
(
Ci � Cj

)
= 1 − (0.5−cij)

cup
,

� If cji < 0.5, then Pr
(
Cj � Ci

)
= 1 − (0.5−cji)

cup
.

Step 4: Construct a triangular probability matrix RT
p . Rank the criteria using the triangularisation

procedure, viz. by maximising the sum of the values above, the main diagonal in the n × n square
matrix in the final order is given as:

• First, sum up each row of the n × n matrix and determine the row number with maximum value.
• Then, assuming the obtained row number is k, delete the k-th row and k-th column in the matrix.
• Replicate the two procedures above until the matrix is empty.

Thus, by applying this defined row deletion order operation on the matrix Rp =
[
pij

]
n×n (14),

construct the triangular probability matrix RT
p , shown in (15):
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RT
p =

[
pT

ij

]
n×n

=

⎡⎢⎢⎢⎢⎣
pT

11 pT
12 · · · pT

1n
pT

21 pT
22 · · · pT

2n
...

...
. . .

...
pT

n1 pT
n2 · · · pT

nn

⎤⎥⎥⎥⎥⎦. (15)

Step 5: Construct triangulated crisp matrix RT
c . Firstly, the crisp matrix Rc (13) is triangulated based

on the triangular matrix RT
p (15). From that step, the triangulated crisp matrix RT

c (16) is derived:

RT
c =

[
cT

ij

]
n×n

=

⎡⎢⎢⎢⎢⎣
cT

11 cT
12 · · · cT

1n
cT

21 cT
22 · · · cT

2n
...

...
. . .

...
cT

n1 cT
n2 · · · cT

nn

⎤⎥⎥⎥⎥⎦. (16)

Secondly, for elements satisfying RT
c (i, j) + RT

c (j, i) < 1, a new “polishing operation” (17) is
implemented to obtain a triangulated crisp matrix RT

k (18):

RT
k (i, j) = RT

c (i, j) +
1 − [

RT
c (i, j) + RT

c (j, i)
]

2
, (17)

RT
k =

[
kT

ij

]
n×n

=

⎡⎢⎢⎢⎢⎣
kT

11 kT
12 · · · kT

1n
kT

21 kT
22 · · · kT

2n
...

...
. . .

...
kT

n1 kT
n2 · · · kT

nn

⎤⎥⎥⎥⎥⎦. (18)

Step 6: Calculate the relative priority weights of the criteria. Assume that the weight vector is
W = (wi)

T , where wi(i = 1, 2, . . . , n) are the weights of criteria Ci(i = 1, 2, . . . , n). The elements above
and alongside the main diagonal of the matrix RT

k =
[
kT

ij

]
n×n

(18) indicate the weight relationship of

the criteria. Thus, by adding some necessary constraints, a set of Equation (19) is formed:⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ(w2 − w1) = kT

22 − kT
12

λ(w3 − w2) = kT
33 − kT

23
. . . . . . . . .

λ(wn − wn−1) = kT
nn − kT

(n−1)n

, (19)

where λ indicates the granular information about the pairwise comparison, which reveals the expert’s
perceptive competency. The value of each weight wi(i = 1, 2, . . . , n), subjected to the parameter λ,
relates to the expert’s cognitive aptitude. The values of λ highly depend on the influence of the experts’
judgment and belief function. Thus, a feasible outline (20) is obtained as follows:

λ =

⎧⎪⎨⎪⎩
�λ�, The information has high credibility
n, The information has medium credibility
n2

2 , The information has low credibility
, (20)

where λ signifies the lower bound of λ, �λ� = min{k ∈ Z|k ≥ λ}, and n is the number of
alternatives [39]. The concrete priority weight value of each criteria is calculated here when λ = n.

Step 7: Inconsistency for the D-CFPR. The traditional CFPR is fully consistent when constructed
under the transitivity property for n − 1 preference values. The D numbers based CFPR is consistent,
but, when reduced to classical CFPR, it shows inconsistency under uncertain or incomplete information.
Thus, to express this inconsistency of D-CFPRs, an inconsistency degree (ID) (21) is defined, based on
the triangular probability matrix RT

p (18), as follows:
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I.D. =

n
∑

i=1,j<i
RT

p (i, j)

n(n − 1)/2
, (21)

where RT
p (i, j) is an element of RT

p , and n is the number of comparison objects. This emphasises that
the inconsistency of the D matrix, and its acceptable level is decided by the DMs, whose subjective
requirement regulates the tolerance level of the aforementioned inconsistency.

4.2. Evaluating the Risk Criteria Weight Using D-ANP

The evaluation of D-ANP methodology is composed of two phases.
The first phase emphasises the formation of pairwise judgments for every dependent relationship

among given criteria Ci(i = 1, 2, . . . , n), and determination of their priority weight. The priority
weights thus obtained are input to the system-with-feedback supermatrix for computing the network
influences amongst the different relationships.

The second phase, namely supermatrix evaluation, incorporates five steps: formation of the
unweighted supermatrix, formation of the weighted supermatrix, normalisation of the weighted
supermatrix (a column stochastic matrix), and finally convergence to a solution using the
limited supermatrix.

The converged supermatrix will provide us with the relative priorities for each of the criteria
(or sub-criteria) considered within clusters of the decision framework. Thus, the following algorithmic
steps of D-ANP are as follows:

Step 1: Model construction and problem structuring. First, we properly outline the decision problem
with detailed criteria and sub-criteria (if taken) and then delimit the cluster’s (dimension’s) network and
elements (criteria set) within the given clusters. Next, we decide which inter- and inner-dependencies
will prevail in the decision problem and clusters of the over-all feedback system.

Step 2: Pairwise comparison matrices and priority vectors. The expert inputs prerequisite for
the ANP method are the pairwise judgments of the elements within each cluster, from which
inter-and-inner-dependence matrices are formed. Primarily, three categories of pairwise comparisons
are formed. First, the inner dependence comparison matrix, based on the criteria of different clusters
(dimensions), is used to get the priority weight vector. Then, the pairwise comparison matrices
obtained from criteria with respect to other factors (criteria) of the same cluster (dimension). Finally,
the pairwise comparison matrix is developed by considering the factor (criteria) of a cluster (dimension)
among factors (criteria) of the other cluster (dimension), which affect the criteria.

These pairwise comparison matrices, along with their valuation elicitation, constitute a modified
version of D-AHP [22] and D-CFPR [34]. Based on Section 4.1, a brief summary for getting the priority
weight of any pairwise comparison matrix is given below, the graphical description of which is shown
in Figure 1.

• In the first step, the D-CFPR matrix RD =
[
Dij

]
n×n, is constructed for n criteria, by considering

the system as an input using Equations (9)–(12).
• The D-CFPR matrix formed (RD), is converted to a crisp matrix RC =

[
cij
]

n×n, using the
integration representation of D number, shown in Equation (13).

• The probability matrix Rp =
[
pij

]
n×n is then constructed based on the derived crisp matrix (Rc)

using Equation (14), and it satisfies a set of rules in Step 3 of Section 4.1.

• In the next step, using Equation (15), triangularisation RT
p =

[
pT

ij

]
n×n

is applied to the probability

matrix using local information that contains the preference relations of pairwise criteria.

• Lastly, applying Equations (16)–(19), the crisp based triangular matrix RT
c =

[
cT

ij

]
n×n

, is obtained,

and relative priority weights wi(i = 1, 2, . . . , n) of each criteria Ci(i = 1, 2, . . . , n), based on clusters
(dimensions) are calculated, thereby checking its inconsistency as per Equation (21).
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Figure 1. Procedure to obtain priority weights of criteria based on D numbers extended consistent
fuzzy preference relation.

Step 3: Formation of the unweighted supermatrix. The local priority weights resulting from
the pairwise comparison are used as input in suitable columns of the unweighted constructed
supermatrix, to obtain the global priorities in a system. As a result, a supermatrix takes the form
of a partitioned matrix, each segment of which represents an association between two clusters in
the given system. Thus, the supermatrix W Equation (22) formed is represented by sub-matrices
Wij as W =

[
Wij]

n×n(i, j = 1, 2, . . . , n). The size of the sub-matrix Wij Equation (23) depends on
the compared factors (criteria). Interdependency between clusters is illustrated in Equation (22) by
analysing both inter- and intra-relations among clusters.

Arrange all priority vectors, representing the impact of a given set of elements in a cluster on
another element in the network, as sub-columns of the corresponding column of an unweighted
supermatrix W as in Equations (22) and (23). This is composed of k clusters {D1, D2, . . . , Dk},
and linkages of these clusters

{
ek1, ek2, . . . , eknk

}
, are elements of the cluster Dp(p = 1, 2, . . . , k). Each

column of the sub-matrix Wij Equation (23) is the priority vector acquired from the identical pairwise
judgment, indicating the significance of the elements in the ith cluster with respect to an element in the
jth cluster:

D1 D2 Dk
e11e12 . . . e1(n1)

e21e22 . . . e2(n2)
. . . ek1ek2 . . . ek(nk)

W =

D1

D2

Dk

e11

e12
...

e1(n1)

e21

e22
...

e2(n2)

ek1
ek2

...
ek(nk)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

W11 W12 . . . W1k

W21 W22 . . . W2k

. . . .

. . . .

. . . .

Wk1 Wk2 . . . Wkk

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where
k
∑

j=1

(
nj
)
= n, (22)
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Wij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Wij
11 . . . Wij

1j . . . Wij
1nj

...
... . . .

...
Wij

i1 . . . Wij
ij . . . Wij

inj
...

...
...

Wij
ni1

. . . Wij
ni j

. . . Wij
ninj

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
i, j = 1, 2, . . . , k, . (23)

Step 4: Determine the normalised weighted supermatrix. If there is no linkage between clusters Dk

and Dl , then the sub-matrix Wkl equals zero. We compute the weighted supermatrix Wa =
[
W̃ij

]
n×n

,

by multiplying the unweighted matrix W =
[
Wij]

n×n, Equation (23) by priority of dimensions
Vj(j = 1, 2, . . . , n), in this stage. As the weighted supermatrix (Wa) needs to be stochastic, we normalise
each column of it, and develop meaningful limiting priorities for determining overall cluster influences.
This normalisation procedure ensures that the weighted supermatrix is column stochastic; it is finally

represented by matrix Ŵ =
[
Wij

]
n×n

.

Step 5: Compute the limiting priorities for criteria weights. Finally, the column stochastic weighted
supermatrix is raised to an appropriately large power until it converges. Thus, the weighted
supermatrix Ŵ is raised to limiting powers

(
Ŵ
)2m+1, m being an arbitrarily large number, to attain

a steady-state limiting matrix Wq. Details are shown in Equation (24):

Wq = lim
k→∞

(
Ŵ
)2m+1. (24)

The priority weight of criteria for the corresponding clusters (dimensions) can now be found in
the rows of the limiting supermatrix Wq. The limiting supermatrix provides the priority information
for the elements of each individual cluster. The strategy outcome with the highest value should be
selected from the cluster of criteria. Other priority rankings in different clusters are also provided.

4.3. D-MABAC for Ranking Alternatives

The MABAC methodology was developed by Pamucar and Cirovic [44] to handle problems
in MCDM. D numbers is a new representation of uncertain information that can denote the more
imprecise based conditions. Thus, the combination of MABAC and D numbers is a new experiment to
make decisions in an uncertain environment. The basic setting of the MABAC technique is revealed in
the definition of the distance of the criterion function of each of the observed alternatives from the
approximate border area [72]. The algorithmic steps displays the execution process for the aforesaid
D-MABAC methodology in six steps as follows:

Step 1: Constructing the initial decision matrix M. Initially, the assessment of m alternatives in respect
of n criteria is carried out. The alternatives are represented in vector form Ai = (di1, di2, . . . , din),
where dij(j = 1, 2, . . . , n) denotes the value (in D numbers format) for the i alternative (i = 1, 2, . . . , m)

according to j criteria for matrix M =
[
dij

]
m×n. Details shown in decision-matrix (25):

M =

⎡⎢⎢⎢⎢⎣
d1({1}) = d11 d1({2}) = d12 · · · d1({n}) = d1n
d2({1}) = d11 d2({2}) = d22 · · · d2({n}) = d2n

· · · · · · . . . · · ·
dm({1}) = dm1 dm({2}) = dm2 · · · dm({n}) = dmn

⎤⎥⎥⎥⎥⎦. (25)

Next, applying Equation (8), (i.e., integration representation of D numbers) on the elements dij
(i = 1, 2, . . . , m; j = 1, 2, . . . , n) of decision matrix M =

[
dij

]
m×n, crisp decision matrix X =

[
I
(
dij

)]
m×n

is formed as per Equation (26) as follows:
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X =

⎡⎢⎢⎢⎢⎣
I(d11) I(d12) · · · I(d1n)

I(d21) I(d22) · · · I(d2n)

· · · · · · . . . · · ·
I(dm1) I(dm2) · · · I(dmn)

⎤⎥⎥⎥⎥⎦
m×n

=

⎡⎢⎢⎢⎢⎣
x11 x12 · · · x1n
x21 x22 · · · x2n

· · · · · · . . . · · ·
xm1 xm2 · · · xmn

⎤⎥⎥⎥⎥⎦
m×n

where each xij = I
(
dij

)
. (26)

Step 2. Normalisation of the elements of the initial matrix X. The elements of the normalized matrix
N =

[
tij
]

m×n are obtained using the following expressions:

N =

⎡⎢⎢⎢⎢⎣
t11 t12 · · · t1n
t21 t22 · · · t2n

· · · · · · . . . · · ·
tm1 tm2 · · · tmn

⎤⎥⎥⎥⎥⎦, (27)

where

tij =

⎧⎪⎨⎪⎩
xij−x−i
x+i −x−i

, for “benefit type”criteria elements
xij−x+i
x−i −x+i

, for “ cos t type”criteria elements
, (28)

where xij = I
(
dij

)
and the components x+i = max(x1, x2, . . . , xm), x−i = min(x1, x2, . . . , xm) of the

decision matrix (X) represent the maximum and minimum values of the criteria Cj(j = 1, 2, . . . , n),
by alternatives Ai(i = 1, 2, . . . , m).

Step 3. Calculation of the elements of weighted matrix (V). The elements of the weighted matrix
V =

[
vij

]
m×n, are calculated using the following equations:

V =

⎡⎢⎢⎢⎢⎣
v11 v12 · · · v1n
v21 v22 · · · v2n

· · · · · · . . . · · ·
vm1 vm2 · · · vmn

⎤⎥⎥⎥⎥⎦, (29)

vij = wj.
(
tij + 1

)
, (30)

where tij are the elements of the normalised matrix N =
[
tij
]

m×n and wi(j = 1, 2, . . . , n) the weight
coefficients of criteria, respectively.

Step 4. Determine the border approximation area matrix (G). The elements of the border approximation
area (BAA) for each criterion Cj(j = 1, 2, . . . , n) are determined as follows:

gj =

(
m

∏
i=1

vij

)1/m

, (31)

where vij are the elements of the weighted matrix V =
[
vij

]
m×n, and m is the total number of

alternatives. After calculating the value gj(j = 1, 2, . . . , n), for each criterion, the BAA matrix (G) is
formed with format n × 1 (n = the total number of criteria, according to which the selection is made
from the alternatives).

G = [g1 g2 . . . gn]1×n. (32)

Step 5. Calculation of the distance of the alternative from the BAA for the matrix elements (Q).
The distance

(
qij
)

of the alternatives Ai(i = 1, 2, . . . , m) from the BAA matrix G = [g1 g2 . . . gn]

is determined as the difference between the elements vij(i = 1, 2, . . . , m; j = 1, 2, . . . , n) in the
weighted matrix V =

[
vij

]
m×n, and the value gj(j = 1, 2, . . . , n) of the BAA (G). The distance

qij(i = 1, 2, . . . , m; j = 1, 2, . . . , n) are elements of a matrix Q =
[
qij
]

m×n and are shown in
Equation (33):
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Q =

⎡⎢⎢⎢⎢⎣
v11 − g1 v12 − g2 · · · v1n − gn

v21 − g1 v22 − g2 · · · v2n − gn

· · · · · · . . . · · ·
vm1 − g1 vm2 − g2 · · · vmn − gn

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
q11 q12 · · · q1n
q21 q22 · · · q2n

· · · · · · . . . · · ·
qm1 qm2 · · · qmn

⎤⎥⎥⎥⎥⎦ . (33)

Alternative Ai(i = 1, 2, . . . , m) can belong to BAA (G), upper approximation area (G+), or lower
approximation area (G−), i.e., Ai ∈ {G ∨ G+ ∨ G−}and are determined as per Equation (34):

Ai ∈

⎧⎪⎨⎪⎩
G+ i f qij > 0
G i f qij = 0
G− i f qij < 0

, where each qij = vij − qj. (34)

Step 6. Ranking of the alternatives. A calculation of the values of the criterion functions for the
alternatives is obtained as the sum of the distance of the alternatives from the BAA (qij). Using
Equation (35), we calculate the sum of the elements qij of matrix (Q) by rows, and obtain the final
values of the criterion functions Ŝi (i = 1, 2, . . . , m), for the alternatives Ai(i = 1, 2, . . . , m):

Ŝi =
n

∑
j=1

qij, i = 1, 2, . . . , m; j = 1, 2, . . . , n. (35)

5. Numerical Example: Risk Assessment in a Construction Project

5.1. Identification of Construction Projects Risk Indicators and Their Mitigation Strategies

For categorising and managing construction project risks effectually, several methodologies
are recommended in the literature [43,73–75]. Keeping this in mind, we proposed the hybrid
D-ANP-MABAC approach for the risk assessment of projects in the construction sector involving
uncertain and incomplete information data. The authors employed a combination of questionnaire
surveys involving literature reviews and subjective judgments of highly proficient experts to detect
different risk response strategies that optimise the performance of construction projects. The proposed
methodology incorporates the knowledge and experience of ten experts (five technical and five
management based experts) for risk identification and structuring, along with proper risk mitigation
strategies. The demographic profile of the respondents is given in Table 1.

Table 1. Summary of demographic profile of respondents.

Characteristics Frequency Percentage (%)

Age group

21–31 2 20
31–39 4 40
39–45 3 30
45–58 1 10

Gender
Female 4 40
Male 6 60

Level of Education
Bachelor’s degree 4 40
Master’s degree 5 50

Higher 1 10

Role of respondents

Chief personal officer 1 10
Manager or general manager 2 20

Staff or assistant manager 1 10
Project risks analyst 2 20
Purchasing manager 1 10

Construction site engineer 3 30

Years of experience in construction sector

Above 15 years 2 20
10 years~15 years 4 40
5 years~10 years 3 30
Less than 5 years 1 10

Total available number 10
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Based on the literature review of papers discussed in Table 2, the DMs consider nine construction
project risk criteria identified under three dimensions: political instability (C1), economic risk (C2), and
social risk (C3). These are defined as environmental based external risks (D1). Technological risk (C4),
work quality risk (C5), and time and cost risk (C6) are defined as construction process based project
risks (D2). Resource risk (C7), documents and information risk (C8), and stakeholder’s risk (C9) are
defined under intrinsic criteria based internal risks (D3). Details are given below in Table 3.

Table 2. Risk factors involved in construction projects.

Risk Indicators in Project Based Construction Management References

Environmental risk; political, social and economic risk; contractual agreement risk; financial risk; construction
risk; project design risk; market risk. [1]

Safety risk, quality risk, environmental risk, political risk, project site risk, project complexity risk. [53]

Quality risks, personnel risks, cost risks, deadline risks, strategic decision risks, external risks. [17]

Operational risk, economic risk, political risk, financial risk, legal risk, currency and inflation risk, corruption
risk, tendering procedures. [3]

Political risks, economic risk, social risk, weather risk, cost, quality risk, technical risk, construction risk,
resources risk, project member risk, information risk, construction site risks. [23]

Resources risk, inexperience of project members, lack of motivational approach, design errors risk, efficiency
risk, technical risk, quality risk. [21]

Inflation risk, Payment security risk, Programme overrun risk, subcontractor pricing risk. [56]

Political risk, economic risk, natural risk, legal risk, contractor risk, financial risk, management risk,
equipment risk, designer risk. [25]

Management risk, project risk, design risk, financial risk, operational risk, external risk. [14]

Information risk, cost risks, lack of coordination, project schedule risk, lack of professional planning, legal
dispute risk. [15]

Designing risk, time risk, budget risk, labour risk, political risk. [16]

Design risk, payment delay risk, funding risk, quality risk, labour dispute risks, natural disaster risk,
exchange rate fluctuation risk, political instability, site condition risks, insurance inadequacy risk. [9]

Technical risks, organisational risks, socio-political risks, environmental risks, financial risks. [6]

Inflation (economic) risk, environmental and geological risk, design risk, construction delay risk, inadequate
managerial skills risk, resource risk. [29]

Table 3. Dimensions and risk criteria involved in construction projects.

Risk Dimension Risk Criteria * Brief Descriptions of Causes of the Mentioned Criteria Risks

External risks (D1)

Political instability (C1)
Frequent changes in government due to disputes among political parties, change in law due to local
government’s unpredictable new regulations, needless influence by local government on court
proceedings regarding project disputes.

Economic risk (C2) Fluctuation in currency exchange rate, unpredictable inflation due to immature banking systems,
payment delays due to poor funding for project, inadequate forecasting about market demand.

Social risk (C3) Racial tension and differences in work culture and language between foreign and local partners.

Project risk (D2)

Technological risk (C4) Risk of insufficient technology, improper design, unexpected design changes; inadequate site
investigation; change in construction procedures and insufficient resource availability.

Work quality risk (C5)
Corruption, including bribery, at sites; obsolete technology and practices by the local partner; low
local workforce labor productivity due to poor skills or inadequate supervision; improper quality
control; local partner tolerance of defects and inferior quality.

Time and cost risk (C6)
Delays due to disputes with contractors, natural disasters, and lack of availability of utilities; risk of
labor disputes and strikes; insufficient cash flow, improper measurements, ill planned schedules,
and delays in payment; lack of proper benchmarking and monitoring of construction activities.

Internal risks (D3)

Resource risk (C7) Difficulty in hiring suitable skilled employees; risk of defective material from suppliers; risk of
labor, materials, and equipment availability; poor competence and productivity of labor *.

Documents and
information risk (C8)

Intellectual property protection risk from former local employees, partners, and third parties;
corporate fraud including unexpected increases in turnover, unexpected resignations of financial
advisers, intentional or unintentional negligence by auditors, bankers, or creditors.

Stakeholder’s risk (C9)

Local partner’s creditworthiness: Information on local partner’s accounts lucidity, financial
soundness, foreign exchange liquidity, staff reliability. Termination of joint ventures (JV): unfair
dividends, e.g., assets, shares, and benefits, to foreign firms by local partner upon termination of JV
contract.

* Sources: [4,6,9,23,27,52,75].

In past decades, construction businesses were constrained to use only a limited number of risk
management procedures, even though they were not suitable for all situations. For example, Lyons
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and Skitmore [50] found that brainstorming is the most common risk identification technique used in
the Queensland engineering construction industry. Forbes et al. [74] developed a matrix for selecting
appropriate risk management techniques such as artificial intelligence, probabilistic analysis, sensitivity
analysis, and decision trees in the built environment for each stage of risk management. In this paper,
based on the brainstorming method, the experts sought five alternative construction project risk
response mitigation strategies, as detailed in Table 4.

Table 4. Construction risks response strategies.

Alternative (s) Preventive Management Techniques References

A1 Proper scheduling for getting updated project information. [9]
A2 Adjust plans for scope of work and estimates to counter risk implications. [2]
A3 Get information about local partner’s credibility from present and past business partners. [4]
A4 Transfer or share risks to/with other parties. [6]
A5 Merger and diversification of projects. [23]

5.2. Calculating Risk Based Criteria Weight Using D-ANP Framework

In this section, the weights of the risk based criteria in construction projects are calculated by
D-ANP. The ANP has substantial influence in MCDM problems involving a wide range of factors and
sub-factors. In the ANP, a decision problem is transformed into a network structure that allows both
inter-intra dependency and feedback among the decision clusters, and even amongst elements within
the same clusters. In this phase, the decision group is asked to make pairwise comparison matrices for
priority weights of three dimensions and nine criteria (as detailed in Table 3).

Using Steps 1–6 (of Section 4.1) of D-CFPR, the priority weights are calculated in the decision
matrices. The algorithmic steps of D-ANP are shown below:

Step 1: Construction of the hierarchy of criteria and alternative risks strategies. The clearly defined
risk based construction project model is decomposed into a logical system like a network. Based
on the hierarchy of Figure 2, we have five risk mitigation strategies Ai(i = 1, 2, . . . , 5) in Level 4
hierarchical position, three dimensions Dj(j = 1, 2, 3) (external, project, and internal risk) in Level 2,
and corresponding to each dimension, a total of nine criteria Cj(j = 1, 2, . . . , 9) in Level 3.

Step 2: Determination of the pairwise comparison matrices and priority vectors within clusters. The D
numbers based preference matrix is first constructed before calculating the weight of the indicators
using the ANP supermatrix. Here, we present the process of determining the priority weight of criteria
(C1, C2, and C3) for risk dimension external risk with respect to the criterion C6 under dimension
Project risk.

First, we calculate the relative significance of sub-criteria (C1, C2, and C3) relative to sub-criterion
C6, to construct the inner dependence matrix built on the D numbers based preference relation
RD =

[
Dij

]
3×3. In this case, the preference modelled by a set of D numbers (based on DM’s

choice) involving both uncertain entry (i.e., D12 = {(0.55, 0.7), (0.65, 0.3)} and incomplete entry
D23 = {(0.75, 0.8)}, respectively:

RD =

⎡⎢⎣ D11 D12 D13

D21 D22 D23

D31 D32 D33

⎤⎥⎦ =

⎡⎢⎣ {(0.5, 1.0)} {(0.55, 0.7), (0.65, 0.3)} −
− {(0.5, 1.0)} {(0.75, 0.8)}
− − {(0.5, 1.0)}

⎤⎥⎦.

The standard CFPR cannot handle this case, but D-CFPR (Equations (9)–(12) in Section 3.1) is
effective to fill up the rest of the matrix elements in RD =

[
Dij

]
3×3 as follows:

RD =

⎡⎢⎣ {(0.5, 1.0)} {(0.55, 0.7), (0.65, 0.3)} {(0.80, 0.56), (0.9, 0.24)}
{(0.45, 0.7), (0.35, 0.3)} {(0.5, 1.0)} {(0.75, 0.8)}
{(0.2, 0.56), (0.1, 0.24)} {(0.25, 0.8)} {(0.5, 1.0)}

⎤⎥⎦.
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Then, the D numbers based CFPR matrix RD =
[
Dij

]
3×3 is converted to a crisp mode,

RC =
[
cij
]

3×3, using Equation (13), and the integration representation of D numbers Equation (7),
shown below:

Rc = I(RD) =

⎡⎢⎣ 0.5 0.58 0.66
0.42 0.5 0.60
0.13 0.20 0.5

⎤⎥⎦.

Applying the preference rules proposed for D-CFPR (in Step 3 of Section 4.1) and using
Equation (14), the probability matrix Rp =

[
pij

]
3×3 is constructed:

Rp =

⎡⎢⎣ 0 1 1
0 0 1
0 0 0

⎤⎥⎦.

Following the process (as mentioned in Step 4 of Section 4.1) of the D-CFPR methodology,
we obtain the triangular matrix RT

p =
[

pT
ij

]
3×3

. Using the triangularisation method, the ranking of the

indicators is calculated and shown as: I1 � I2 � I3, where the symbol “�” indicates preference,

RT
p =

⎡⎢⎣ 0 1 1
0 0 1
0 0 0

⎤⎥⎦.

We next evaluate the relative weights of the risk criteria. First, based on the ranking of the risk
criteria in the triangulated matrix RT

p , the crisp matrix Rc, is converted to a triangular crisp matrix RT
c ,

as per Equation (16):

RT
c =

⎡⎢⎣ 0.5 0.58 0.66
0.42 0.5 0.60
0.13 0.20 0.5

⎤⎥⎦.

Next, for elements satisfying RT
c (i, j) + RT

c (j, i) < 1, a new polishing operation Equation (17)
is executed and, by also applying Equation (18), a novel triangulated crisp matrix RT

k =
[
kT

ij

]
3×3

is obtained:

RT
k =

⎡⎢⎣ 0.5 0.58 0.76
0.42 0.5 0.70
0.21 0.24 0.5

⎤⎥⎦.

Finally, applying Equation (19), a group of equations is built to calculate the priority weight
wi(i = 1, 2, . . . , n) of each risk-based criterion. Applying the weight relation of the indicators in matrix
mode, and incorporating necessary constraints, the weight equations are constructed and shown below:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

λ(w1 − w2) = 0.58 − 0.5
λ(w2 − w3) = 0.76 − 0.5
w1 + w2 + w3 = 1
λ > 0
wi ≥ 0, ∀i ∈ {1, 2, 3}

,

where wi denotes the weight of the ith indicator and λ indicates the granular information about the
pairwise evaluation, which is connected to the cognitive aptitude of the experts. Setting λ = 3 and
using Equation (20), the weight of risk criteria C1, C2, and C3 for dimension D1 relative to C6 of
dimension D2 are calculated as (0.373, 0.347, 0.280)T , respectively.
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For quantifying the consistency of the D-CFPR based matrix RT
p , an ID defined for the D numbers

preference relation (as defined in Equation (21)) is used to express such inconsistency, and, for the case
study taken, it is found to be consistent.

Similarly, using the same process, the priority weights of remaining criteria, shown in Figure 3
with respect to the same dimensions and criteria of other clusters (dimensions), are calculated.

Step 3: Formation of unweighted supermatrix. Arrange all priority vectors, indicating the influence of
pre-set elements, in different cluster elements in the network, as sub-columns of the resultant column
in an unweighted supermatrix W, which is composed of k clusters Dk(k = 1, 2, 3), with corresponding
linkages (criteria) {ek1, ek2, ek3} f or k = 1, 2, 3. Putting k = 1, we get the first cluster (dimension) D1 along
with three elements {e11, e12, e13} representing three risk criteria {C1, C2, C3}, respectively. For k = 2,
we get a second cluster (dimension) D2 along with three elements {e21, e22, e23} representing three
risk criteria {C4, C5, C6}. Similarly, the remaining cluster (dimensions) D3, along with its risk criteria,
can be found. Thus, we get three clusters (dimensions) Dk = {D1, D2, D3} and nine corresponding risk
criteria Cj{j = 1, 2, . . . , 9}. Based on the above, the unweighted supermatrix W is formed by placing
priority vector elements in the particular column of W, where each criterion influences the other risk
criteria. Details shown in Table 5.

Step 4: Calculating the weighted supermatrix. The weighted supermatrix (Wa) is calculated by
multiplying unweighted supermatrix W (Table 5) by the inner dependence matrix of risk dimension
Dj(j = 1, 2, 3) (Table 6). Details are shown in Table 7.

Step 5: Selecting the weight of criteria based on the limit matrix. To make the matrix column stochastic
in Table 7, we normalise the weighted supermatrix (Wa) column wise, and the result is shown in
Table 8. The normalized weighted supermatrix Ŵ (Table 8) is raised to its limiting power using
Equation (22), to get the limiting supermatrix Wq (Table 9). The final ranking of risk criteria weight for
the construction project is shown in Table 10.

Figure 2. A hierarchical construction project risk breakdown structure.
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Figure 3. Network structure among construction risk dimensions and criteria.

Table 5. Unweighted supermatrix formed from every risk factor.

External Risk (D1) Project Risk (D2) Internal Risk (D3)

C1 C2 C3 C4 C5 C6 C7 C8 C9

External risk (D1)
C1 0.000 0.576 0.589 0.315 0.386 0.373 0.332 0.353 0.395
C2 0.525 0.000 0.411 0.357 0.351 0.347 0.336 0.321 0.327
C3 0.475 0.424 0.000 0.327 0.264 0.280 0.332 0.326 0.278

Project risk (D2)
C4 0.288 0.355 0.354 0.000 0.461 0.510 0.348 0.346 0.340
C5 0.416 0.320 0.338 0.481 0.000 0.490 0.334 0.361 0.363
C6 0.296 0.326 0.308 0.519 0.539 0.000 0.318 0.293 0.298

Internal risk (D3)
C7 0.332 0.324 0.357 0.364 0.313 0.370 0.000 1.000 1.000
C8 0.351 0.369 0.351 0.343 0.371 0.351 1.000 0.000 1.000
C9 0.316 0.308 0.292 0.293 0.315 0.279 1.000 1.000 0.000

Table 6. Inner dependence matrix of construction project factors.

Dimensions

External Risk Project Risk Internal Risk

External risk 1 0.518 0.503
Project risk 0.537 1 0.496
Internal risk 0.462 0.482 1
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Table 7. Weighted supermatrix based on supply chain risk factors.

External Risk Project Risk Internal Risk

C1 C2 C3 C4 C5 C6 C7 C8 C9

External risk
C1 0.000 0.576 0.589 0.163 0.200 0.193 0.167 0.178 0.199
C2 0.525 0.000 0.411 0.185 0.182 0.180 0.169 0.162 0.165
C3 0.475 0.424 0.000 0.170 0.137 0.145 0.167 0.164 0.140

Project risk
C4 0.155 0.191 0.191 0.000 0.461 0.510 0.173 0.172 0.169
C5 0.223 0.172 0.182 0.481 0.000 0.490 0.166 0.179 0.180
C6 0.159 0.175 0.165 0.519 0.539 0.000 0.158 0.146 0.148

Internal risk
C7 0.154 0.150 0.165 0.176 0.151 0.178 0.000 1.000 1.000
C8 0.162 0.171 0.162 0.165 0.179 0.169 1.000 0.000 1.000
C9 0.146 0.142 0.135 0.141 0.152 0.134 1.000 1.000 0.000

Table 8. Normalised weighted supermatrix based on supply chain risk factors.

External Risk Project Risk Internal Risk

C1 C2 C3 C4 C5 C6 C7 C8 C9

External risk
C1 0.000 0.288 0.294 0.082 0.100 0.097 0.056 0.059 0.066
C2 0.263 0.000 0.206 0.093 0.091 0.090 0.056 0.054 0.055
C3 0.238 0.212 0.000 0.085 0.068 0.073 0.056 0.055 0.047

Project risk
C4 0.078 0.095 0.095 0.000 0.231 0.255 0.058 0.057 0.056
C5 0.112 0.086 0.091 0.241 0.000 0.245 0.055 0.060 0.060
C6 0.079 0.088 0.083 0.260 0.270 0.000 0.053 0.049 0.049

Internal risk
C7 0.077 0.075 0.083 0.088 0.075 0.089 0.000 0.333 0.333
C8 0.081 0.085 0.081 0.083 0.090 0.085 0.333 0.000 0.333
C9 0.073 0.071 0.068 0.071 0.076 0.067 0.333 0.333 0.000

Table 9. Limited supermatrix based on supply chain risk factors.

External Risk Project Risk Disruption Risk

C1 C2 C3 C4 C5 C6 C7 C8 C9

External risk
C1 0.1062 0.1062 0.1062 0.1062 0.1062 0.1062 0.1062 0.1062 0.1062
C2 0.0958 0.0958 0.0958 0.0958 0.0958 0.0958 0.0958 0.0958 0.0958
C3 0.0894 0.0894 0.0894 0.0894 0.0894 0.0894 0.0894 0.0894 0.0894

Project risk
C4 0.0972 0.0972 0.0972 0.0972 0.0972 0.0972 0.0972 0.0972 0.0972
C5 0.0996 0.0996 0.0996 0.0996 0.0996 0.0996 0.0996 0.0996 0.0996
C6 0.0971 0.0971 0.0971 0.0971 0.0971 0.0971 0.0971 0.0971 0.0971

Internal risk
C7 0.1392 0.1392 0.1392 0.1392 0.1392 0.1392 0.1392 0.1392 0.1392
C8 0.1406 0.1406 0.1406 0.1406 0.1406 0.1406 0.1406 0.1406 0.1406
C9 0.1349 0.1349 0.1349 0.1349 0.1349 0.1349 0.1349 0.1349 0.1349

Table 10. Ranking of construction project risk criteria.

Dimensions Risk Criteria Ranking

External risk (D1)
Political instability (C1) 4

Economic risk (C2) 8
Social risk (C3) 9

Project risk (D2)
Technological risk (C4) 6
Work quality risk (C5) 5
Time and cost risk (C6) 7

Internal risk (D3)
Resource risk (C7) 2

Document and information risk (C8) 1
Stakeholder’s risk (C9) 3
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From Table 10, it is concluded that the third cluster (dimension) internal risk (D3) has a severe risk
effect on the construction project sector. Document and information risk (C8) is the most risky, followed
by resource risk (C7) and stakeholder’s risk (C9). First cluster External risk (D1) has less of a risk effect on
construction business. Economic risk (C2) and social risk (C3) are in the 8th and 9th positions, respectively.
However, political instability attains the 4th position in respect to the risk category. Managers and
stakeholders should keep this in view when choosing projects in large construction sectors.

5.3. Determination of Final Alternative Ranking by D-MABAC

In this phase, the evaluation and ranking of risk response alternatives is performed by the
application of a D numbers based MABAC (D-MABAC) methodology in construction project risk
management. The step-by-step computational procedure is shown below.

Step 1: First, the five risk response alternative vectors, with respect to nine risk criteria
Cj(j = 1, 2, . . . , 9), are represented as Ai = (di1, di2, . . . , di9) (i = 1, 2, . . . , 5) using incomplete and
uncertain numbers expressed in D numbers. Using Equations (23) and (24), we develop an initial
decision matrix M =

[
dij

]
5×9 (Table 11) along with its crisp form X =

[
I
(
dij

)]
5×9 =

[
xij

]
5×9.

Table 11. Comparison of alternatives w.r.t risk criteria using D numbers.

C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 (0.62, 0.5) (0.72, 0.4),
(0.48, 0.6) (0.53, 0.4) (0.58, 0.5) (0.72, 0.6) (0.48, 0.6),

(0.64, 0.4) (0.66, 0.6) (0.38, 0.9) (0.84, 0.2)

A2 (0.68, 0.4) (0.44, 0.8) (0.64, 0.6),
(0.32, 0.3) (0.44,.9) (0.82, 0.9) (0.88, 0.6) (0.56, 0.8) (0.92, 0.8) (0.69, 0.4)

A3
(0.54, 0.8),
(0.68, 0.2) (0.68, 0.3) (0.47, 0.9) (0.78, 0.8) (0.38, 0.7),

(0.59, 0.3) (0.68, 0.5) (0.29, 0.6),
(0.39, 0.4) (0.28, 0.6) (0.34, 0.6)

A4 (0.72, 0.9) (0.49, 0.7) (0.78, 0.4) (0.86, 0.4) (0.88, 0.4) (0.47, 0.7) (0.64, 0.2) (0.62, 1) (0.56, 0.7)

A5 (0.48, 1) (0.56, 0.9) (0.82, 0.7) (0.36, 1) (0.78, 0.7) (0.59, 0.9) (0.78, 0.7) (0.68, 0.3),
(0.49, 0.6) (0.44, 0.8)

Step 2: The elements of the crisp decision matrix X =
[
xij

]
5×9 are normalized using Equations

(24) and (25) to form a normalized decision matrix N =
[
tij
]

5×9, shown in Table 12.

Table 12. Normalised decision matrix of alternatives w.r.t criteria.

C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 0.8989 0 1 1 0.7927 0 0.3589 0.5846 1
A2 1 0.6022 0.2597 0.6826 0 0.0744 0.2344 0 0.5179
A3 0.2128 1 0.4171 0 0.7642 0.9488 0.5167 0.8427 0.8393
A4 0 0.6263 0.7238 0.8383 1 1 1 1 0
A5 0.4468 0.1935 0 0.7904 0.4974 0.0605 0 0.3531 0.1786

Step 3: Using Equations (26) and (27), the elements of the weighted normalized decision matrix
V =

[
vij

]
5×9 are calculated, and are shown in Table 13.

Table 13. Weighted normalised decision matrix of alternatives w.r.t criteria.

C1 C2 C3 C4 C5 C6 C7 C8 C9

A1 0.2017 0.1916 0.1788 0.1944 0.1786 0.0971 0.1892 0.2381 0.2698
A2 0.2124 0.1304 0.1126 0.1636 0.0996 0.1043 0.1718 0.1406 0.2048
A3 0.1288 0.1641 0.1267 0.0972 0.1757 0.1892 0.2111 0.2812 0.2481
A4 0.1062 0.1324 0.1541 0.1787 0.1992 0.1942 0.2784 0.1693 0.1349
A5 0.1537 0.0958 0.0894 0.1740 0.1491 0.1030 0.1392 0.1995 0.1590
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Step 4: Next, using Equations (28) and (29), we determine the BAA, G = [g1 g2 . . . g9] for each
criterion Cj(j = 1, 2, . . . , 9). This is followed by calculation of the distance

(
qij
)

for matrix elements
Q =

[
qij
]

5×9 for risk response alternatives Ai(i = 1, 2, . . . , 5) from BAA G = [g1 g2 . . . g9] using
Equations (30) and (31).

Step 5: Finally, using Equation (32), we calculate the sum function Ŝi(i = 1, 2, . . . , 5) to obtain
the ranking of alternatives Ai(i = 1, 2, . . . , 5). A graphical representation of the process is shown in
Figure 4. Ranking of alternative risk response alternatives (Table 14) is finalised according to values
calculated by D-MABAC in descending order. In this paper, the first alternative risk response was
selected and implemented.
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Figure 4. D numbers based Multi-Attributive Border Approximation area Comparison (D-MABAC) in
risk mitigation strategy selection.

Table 14. Ranking of alternatives using the D-MABAC method.

Alternative Risk Responses Q Rank

Risk response (A1) Proper scheduling for getting updated
project information. 0.2830 1

Risk response (A2) Adjust plans for scope of work and estimates to
counter risk implications. −0.1161 4

Risk response (A3) Get information about local partner’s credibility
from its present and past business partners. 0.1660 2

Risk response (A4) Transfer or share risks to/with other parties. 0.0913 3

Risk response (A5) Merger and diversification of projects. −0.1935 5

6. Results and Discussion

In this section, a detailed comparative analysis of all alternative initiatives (with respect to criteria
and dimensions) is conducted.

6.1. Comparison of Alternative Ranking Using Different MCDM Methods

The hybrid MCDM methods in D numbers environment namely, D numbers based
multi-attributive border approximation area comparison (D-MABAC), and D numbers based technique
for order of preference by similarity to ideal solution (D-TOPSIS), D numbers based complex
proportional assessment (D-COPRAS), and D numbers based additive ratio assessment (D-ARAS),
were applied to the construction project based case study data to obtain the weighted normalised
decision-making matrix V =

[
vij

]
5×9 (Table 13). The priority order of the risk response alternatives

Ai(i = 1, 2, . . . , 5) is compared and presented in Table 15.
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Table 15. Comparison of MABAC with various existing multi-criteria decision making methods.

Alternative Risk Responses D-MABAC D-TOPSIS D-COPRAS D-ARAS

A1 1 1 1 1
A2 4 4 4 4
A3 2 2 2 2
A4 3 3 3 3
A5 5 5 5 5

Ranking of the risk response alternatives according to the presented MCDM methods concluded
that the optimal alternative risk response is A1 (Proper scheduling for getting updated project
information), followed by A3 (Information about local partner’s credibility), A4 (Transfer risks with
other parties), and A2 (Adjust plans for scope of work). The worst performing risk response alternative
is A5 (Merger and diversification of projects).

Spearman’s rank correlation coefficient (rk) between ranks is applied for determining correlation
of ranks obtained by various approaches. Here, this coefficient is applied to demonstrate the statistical
importance of difference among the ranking obtained through pairwise correlation analysis of different
MCDM methods. Based on the recommendation of Keshavarz Ghorabaee et al. [65], all (rk) values
higher than 0.80 show considerably high correlation. As per Table 16, a strong correlation (1.000)
among the MCDM approaches is shown, confirming the credibility of the proposed approach.

Table 16. Rank correlation of various MCDM methods.

Spearman’s Coefficient D-MABAC D-TOPSIS D-COPRAS D-ARAS

rk - 1.000 1.000 1.000

6.2. Sensitivity Analysis

Ranking of results in MCDM problems are subject to the distribution of weight coefficients of
the criteria. Sometimes, modifying these criteria weight coefficients may change the ranking order of
alternatives, generally analysed by sensitivity analysis during the decision-making process. The above
weight coefficients are usually based on expert subjective perception, and thus the outcome of probable
deviation of these weight values need to be properly assessed.

A sensitivity analysis was executed to measure the level of crosstalk amongst the criteria, revealing
the variation in alternative rankings with variation in criteria weight. Outcomes of the sensitivity
analysis for prioritising specific project based criteria Cj(j = 1, 2, . . . , 9) weights are shown in Table 17,
and its corresponding effect on ranking of risk response alternatives Ai(i = 1, 2, . . . , 5) in Table 18.

• The results (Table 17 and Figure 5) shows that assigning various weights to project based criteria
Cj(j = 1, 2, . . . , 9) through different scenarios {S1 − S8} results in changes to ranking of individual
alternatives, thus proving that the model is sensitive to variations in weight coefficients.

• Analysis of the alternative ranking through eight scenarios (Table 18) showed that alternative
A1 retained its rank in five scenarios {S2, S3, S4, S5, S8} (best-ranked alternative), while, in the
remaining two scenarios {S1, S7}, it was ranked second, and third in scenario {S6}.

• The worst-ranked alternative A5 retained its rank in six scenarios {S2, S3, S4, S5, S7, S8}, while
in two scenarios {S1, S6}, it was ranked second worst. Therefore, changing the criteria weights
through different scenarios resulted in changes to the ranks of the remaining alternatives.

• In addition, from Tables 17 and 18, it is clear that prioritising criteria C9 has less of an effect on
ranking position of alternatives. However, prioritising criteria set {C4, C6, and C7} in scenario S7,
{C2, C6, and C8} in scenario S1, along with {C4, C6, and C8} in scenario S6, all altered the positions
of risk response alternatives Ai(i = 1, 2, . . . , 5).
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• The prioritising of criteria weight in scenarios {S2, S3, S4, S5, S8} has no effect on ranking of
best or worst risk response alternative A1 and A5, respectively, but it does have an effect on the
ranking of the second best risk response alternative A2.
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Figure 5. Sensivity analysis of the alternative ranking through different scenarios.

Table 17. Scenarios for different criteria weights.

Scenarios *

Criteria S1 S2 S3 S4 S5 S6 S7 S8

C1 0.0113 0.1482 0.0226 0.2674 0.1944 0.0795 0.0081 0.1602
C2 0.1578 0.1121 0.1204 0.1178 0.0914 0.0632 0.0962 0.0537
C3 0.0576 0.1789 0.2946 0.0001 0.1853 0.0577 0.0308 0.1054
C4 0.0904 0.1118 0.2655 0.1556 0.2219 0.0519 0.2032 0.0958
C5 0.1172 0.0033 0.0478 0.0598 0.0603 0.0703 0.0875 0.1805
C6 0.2016 0.0233 0.0496 0.0631 0.0322 0.3311 0.1958 0.0218
C7 0.0894 0.1663 0.0352 0.0937 0.056 0.0055 0.1485 0.0223
C8 0.2103 0.0933 0.003 0.0276 0.0871 0.332 0.1191 0.0539
C9 0.0645 0.1628 0.1613 0.215 0.0714 0.0089 0.1107 0.3063

* Priority criteria are indicated in bold text for different scenarios.

Table 18. Sensitivity in alternative rankings for different scenarios of criteria weighting.

Alternative Risk
Responses

Scenarios

S1 S2 S3 S4 S5 S6 S7 S8

A1 2 1 1 1 1 3 2 1
A2 5 4 4 2 3 5 4 3
A3 1 2 3 3 4 1 3 2
A4 3 3 2 4 2 2 1 4
A5 4 5 5 5 5 4 5 5

7. Conclusions

Construction projects present a very complex field involving a large number of stakeholders.
From the perspective of information sharing, uncertain information and data cause loss of faith
among various stakeholders and increased risk in construction management, including project
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complexity and decision-making environment conditions. These risks affect project activities, which
indirectly impact construction costs, resulting in delays and poor building quality. Thus, in this
paper, we rank uncertain risk strategies in construction projects using a D-ANP-MABAC multi-criteria
decision-making (MCDM) approach. In the new proposed method, the decision matrix determination
from the MCDM problem is transformed to D numbers, which effectively represent the inevitable
uncertainties such as incompleteness and imprecision, due to the subjective assessment of decision
makers. As the basic element of many decision-making methods especially in analytic network process
(ANP) model, the preference relation has attracted interests among researchers and practitioners.
Fuzzy preference relation construct pairwise decision matrices based on linguistic values but is
inconsistent due to inability of experts in dealing with overcomplicated objects. CFPR methodology [30]
removes this inconsistency, but fails to deals with incomplete and uncertain information due to the
lack of experts’ knowledge and the limitation of cognition. To overcome this weaknesses, D-CFPR
methodology is applied to decision matrices allowing all stakeholders (members) of a construction
business to address multiple criteria involving various types of uncertainties, such as imprecision and
fuzziness in the decision process. The D-CFPR uses D numbers to express the linguistic preference
values given by experts, and it can also be reduced to classical CFPR. Based on the D-CFPR based
preference relation, the priority vectors of criteria are determined, to be used as inputs for any
cluster of matrix formed by the D-ANP method, and obtain the corresponding risk criteria weights.
The alternative risk response strategy ranking is achieved using the D-MABAC method.

In view of several categories of uncertainties, including incompleteness and impreciseness,
the proposed technique can effectively represent and address uncertain information weighting risk
criteria and alternatives in a logical way. An example of selecting risk strategies in construction risk
projects is shown here to demonstrate the efficiency of the proposed approach. The assessment of
a real world application of D-ANP-MABAC methodology, along with its output result of sensitivity,
clearly identifies its potential to provide stable solutions to the problematic choice of laying-up
positions. Based on that, the proposed risk strategy alternatives are successfully ranked. Thus, it can be
concluded that the above procedure has provided an alternate approach for sustainable risk analysis
and decision-making in the construction sector. In our proposed method, we consider both CFPR and
ANP methodologies in D numbers domain. As in the present scenario, since the priority vectors for the
criteria set are deduced from D-CFPR methodology, which are used as inputs in ANP matrix, it will
thus also consume more computational time. Therefore, the computational complexity occurring in
present D-CFPR-ANP methodology in future studies needs to be further optimized. In future research,
the theoretical framework needs to be modified considering the hidden risks in construction sectors
and further be applied to other real-life application areas such as supplier selection problems, project
portfolio management, renewable energy selection, etc., to further validate its effectiveness.
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Abstract: The aim of the study is to develop an original, methodical, and practical approach to the
early stages of parametric design of roof shells formed by repetitive modules of Catalan surfaces.
It is presented on the example of designing the roof shells compound of four concrete elements.
The designing process proposed by us consists in linking geometric shaping of roofs’ models with
their structural analysis and optimization. Contrary to other methods, which use optimization process
in order to find free roof forms, we apply it in order to explore and improve design alternatives. It
is realized with the application of designing tools working in Rhinoceros 3D software. The flexible
scripts elaborated by us, in order to achieve roofs’ models of regular and symmetrical shapes, are
converted into simulation models to perform structural analysis. It is mainly focused on how the roof
shells perform dependently on their geometric characteristics. The simulation enables one to evaluate
various roof shells’ shapes, as well as to select an optimal design solution. The proposed approach to
the conceptual design process may drive the designing to achieve geometric and structural forms
which not only follow the design intentions but also target better results.

Keywords: civil engineering; architecture; conceptual design; parametric design; structural analysis;
Grasshopper; optimisation; finite element method (FEM); ruled surface; roof shell; multi criteria
decision making

1. Introduction

The underlying compositional rules for architectural design were established by Vitruvius in The
Ten Books on Architecture, in the early ages [1]. Over the years, different design methodologies have
emerged according to development of design technology. The classical architecture was determined by
order and composition of forms being mostly shaped on the basis of platonic solids arranged on the
Cartesian grid [2]. However, no linear architecture as well as organic one historically appeared in the
Baroque period. This evolution of design activity understood as the process of form generating was
caused by wider scientific search for theory of morphogenesis in the natural word. It was related to the
profound study of biological organisms, the structure of matter, and application of this knowledge to
the design and construction of built environment. Every element of any form was related to each other,
according to the symbiotic ordering systems of nature. On the other hand, Modernism’s dominant
concepts of architectural design were based on industrial technologies of functionalism and universal
models [2]. During the last twenty years, the advancement of digital technologies influenced the whole
field of the architectural/civil engineering design [3]. Although at first digital media were applied
rather as a representation tool, soon they became the means of conceptual design. Due to this fact,
the first stage of the architectural design process moved away from a traditional paper-based process
consisting in 3D model creation based on the 2D drawing [4,5]. What is more, due to widespread
application of information technology tools in designing, the boundary between physical and virtual
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models began to blur. It was mostly caused by the hybridization of several methods and techniques for
acquiring the model’s geometry. Such methods were applied among others in reverse engineering [6].
Moreover, thanks to digital tools, the digital architectural/engineering models could be generated.
The fast development of computing technologies brought the need of collaboration in various areas of
design [7,8]. Building Information Modeling (BIM) as a 3D model-based approach gave architecture
and civil engineering possibilities to streamline the design process. BIM, in a way, bridged the gaps
in communication between participants of the design process: owners, architects, engineers, and
contractors. The important insight into BIM-based design collaboration in the construction industry is
given in [9]. However, the development of methodology to analyze the benefits of BIM is presented
in [10].

Architectural/civil engineering designing during the last decade was inspired not only by
different possibilities of digital technology, but it was also influenced by other disciplines such as
mathematics and physics. It helped to introduce the concepts and software enabling creation of
dynamic, parametric, and non-linear forms. Although civil engineering industry was among the
last to use the new technologies consisting in smooth modeling, that is, digital modeling based on
Non-Uniform Rational B-Splines (NURBS), their application resulted in a significant change of the
design approach. That was due to the fact that NURBS curves could be controlled during designing,
and their flexible shape became a base for creation of various changeable forms. There was also
a significant change in the conception of space which started to be treated as a four-dimensional
formation—an intersection of space and time. Architectural design established new computational
concepts of architecture; topological and parametric architecture, among others [11]. Topological forms
described by parametric functions gave a variety of possibilities for structure creation. In parametric
design, a geometrical form is shaped not by declaration of its shape and structure, but by parameters
and equations describing them. One can distinguish conceptual parametric design and constructive
parametric design [12]. Constructive parametric design refers to additional data embedded for 3D
determination of the given object. In this context, the architectural/engineering object being designed
is influenced by many variables, and designing can be seen as an multi criteria decision making process
(MCDM) [13]. Digital environment, however, offers a new approach to designing. On the one hand, it
gives much freedom in shaping free forms; on the other hand, it allows designers to use computer
software for optimization and simulation of projects. Due to this fact, it helps to make a right decision
at the early stage of designing, whereas a digital model becomes a single source of information which
can be generated, controlled, and managed by a designer. Digital architecture has profoundly changed
the processes of design and construction. After the first generation of digital design processes and
application of new digital design tools, new forms and relationships have been developed, and new
processes have been emerged. Design tools have been developed that calibrated the digital form with
reality on the construction site. Parallel to this, digital fabrication tools have been added to the design
process and designing has got a new quality, which has resulted from so called “parametric design
thinking” [14–18]. However, “parametric design thinking” entails ability to understand, read, and
construct complex and parametrized operations which make a projected object respond and evolve.
Alternate terms, such as “digitally intelligent design”, “algorithmic design”, “object oriented design”,
have arisen to describe this trend [19,20].

Along this line of thought, the paper discusses a novel parametric approach to conceptual design
of roof shells compound of repetitive units of Catalan surfaces. The Catalan surfaces constitute the
subset of the ruled surface class, the class of surfaces generated by straight lines. They are worth
considering as, due to their striking shape and relative simplicity of construction, they stand out in
the architecture of curvilinearity. Modeling of roofs formed by means of Catalan surfaces gives a
variety of forms of aesthetic features [21,22]. The method of shaping free form buildings roofed with
profiled steel sheets effectively transformed into strips of screw ruled surfaces is presented in [23–25].
Although many works deal with parametric design of beautiful free curvilinear building forms, we
have not found examples of parametric design of compound forms of building covers/shells shaped
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on the base of Catalan surfaces. Therefore, the focus of this research lies on the parametric geometric
description of the compound roof shells of symmetrical and regular shape, as well as how these
descriptions can be used at early stages of design. The main goal is to elaborate universal scripts for
modeling roof shells, which can be next used in various simulations. Furthermore, our approach is to
link geometric designing of roofs’ models with their structural analysis and optimization. The flexible
scripts describing the geometric form are converted to simulation models to perform structural analysis,
which is mainly concentrated on how the shells perform dependently on their geometric characteristics.
The simulation enables to evaluate various roof shell shapes, as well as the selection of the optimal
design solution meeting established criteria. The paper shows that optimization can support conceptual
design being an efficient tool for “form-exploration”. It also presents rationalized design strategy,
which means both shaping roofs of rationalized surface classes, which have positive characteristics for
engineering construction, and incorporating knowledge from engineering to architecture. It presents
the advantages and shortcomings in parametric geometric modeling of these roofs, discusses their
architectural qualities, and their relationship with construction principles. Our proposal targeting the
early stages of the design process of roofs based on Catalan surfaces is an approach to make some
contribution to the research results, which have been developed so far.

2. Early Stage of Rationalized Design

A lot of research has tried to outline frameworks for the organization of the decision-making
design activities in architecture and civil engineering. The waterfall model proposed in 1970 was
a relatively linear sequential design approach [26]. However, this model postulated that the early
design process should be organized in a cascading sequence of the designing activities. Another
model, closer to design reality, is widely described in [27]. It is a model of different design paths.
According to it, the early-stage formation of a building object takes place in the process of successive
designing steps with real possibilities of selecting different design ways and paths. These paths form
a tree of multivariate opportunity. Comparing a pathfinder model with a waterfall model of design,
we can state that a pathfinder model of the conceptual design process has a loose structure. It is
characterized by iterations and feedbacks. Iterations and feedbacks assure a practical possibility of
multiple modification and verification of the form according to the current need. These are actions
in conformity with the design practice. In the architectural design process, it is often assured the
possibility of a creative application of a broadly apprehended library of forms, or menu of forms. As a
rule, the library of forms is formalized and contains morphems morphemes. They are forms selected
and assorted by the designer, which can be ready to use, or can be further modified according to artistic
inspiration or need. This permits the designer to think alternatively, by analysis and synthesis, what
favors appropriate design decisions. During the design process, the designer examines many possible
design decisions and subordinates their selection to his/her proper creative personality, knowledge,
and design intuition. The structure of the multivariant decision process permits to perform successive
choices according to the vision of the designer. It is in accordance with a statement that “designers
work by exploring alternatives”, presented in [28,29]. Typically, designers consider several alternatives,
and choose the best one comparing the relative benefits across possible alternatives. It permits creative
process customization, and does not obstruct thinking and exploration cycles. This is currently an
acceptable approach to the problem with conformity with the real aspects of architectural design.
Thanks to the development of computer-aided design, the approach based on parametric modeling has
found favor in recent years. However, parametric models admit multiple alternatives, each achieved
by editing parameters in the digital model, which results in a wider variety of solutions. In this context,
parametric design “supports complexity” [15].

The need to develop design frameworks for a complex design process has been noticed by a
number of researchers [20]. However, their contribution, although an important one, concerns rather
more advanced stages of designing. Nevertheless, the development of the framework for the early
stage, responsive and kinetic design of a building skin, is presented in [26]. The authors explore six

37



Symmetry 2018, 10, 105

aspects of designing using diverse means: parametric models, digital simulations, computational
analyses, physical models and interactive prototypes. On the other hand, meta-parametric design
approach for the concept design stage is proposed in [20]. The purpose of this approach is increasing
the number of parametric definitions, which can be implemented at the early stages of design.

The early stage of designing is a conceptual stage when the most important decisions are made
for shaping the future of the project. However, at this stage, little is known about objectives that can
co-evolve during design development. Therefore, rationalization of this stage of designing is very
important. Basically, rationalization in the building industry appears in various forms. It is mostly
implemented in order to limit complexity or manufacturing cost. Furthermore, rationalization mostly
deals with solving of design problems in relation to construction in the later stages of the design
process. This research is focused on rational designing in the sense of incorporating knowledge from
engineering to architectural design at the early stage. It is so-called pre-rationalized design insisting
on introduction of the active attitude towards geometric design of roof shells.

3. Geometric Properties of Catalan Surfaces

Defining architectural geometric characteristics in an analytical way is becoming, more and
more, an area of increasing interest and importance. In general, geometric modeling of surfaces deals
with two major aspects: the visual representation focused on aesthetic appearance of surface forms,
and analytical representation referring to mathematical descriptions and analysis of their geometric
properties. It is also closely linked to the assembly of simple forms into a complex object. In our case, it
will be the creation of a multi-shell roof from single shells in order to cover a proper rectangular plan.

The method of geometric modeling of multi-shell roofs depends mostly on the surfaces’ properties
forming the shell; their curvature, as well as continuity between them. The mathematical development
of differential geometry and related general theories provide the needed theoretical basis for
understanding surfaces’ properties. Catalan surfaces play a specific role, due to their characteristics.

Catalan surfaces are ruled surfaces (scroll surfaces formed by the continuous movement of a
straight line) [30]. They are oblique ruled surfaces, which can be divided into two groups:

• oblique ruled surfaces of second order—hyperbolic paraboloid
• oblique ruled surfaces of more than second order—conoids, cylindroids [31,32].

The difference between hyperbolic paraboloid, conoid, and cylindroid results from different path
of movement of a surface’s ruling during surface’s formation. In all cases of Catalan surfaces’ creation,
the each ruling is parallel to the fixed plane (not containing surface’s directrices).

Thin-shell structures are lightweight constructions using shell elements. These elements, typically
curved ones, are assembled to make large structures—covers of large buildings free of intermediate
supports. The shell material is thin in sections relative to the other dimensions of the roof, and
undergoes relatively little deformation under load. All thin shell roofs derive their strength through
shape, rather than mass. Considering three various groups of Catalan surfaces, hyperbolic paraboloids
are exceptionally stiff, due to their double curvature [33]. What is more, hyperbolic paraboloids exhibit
membrane action, wherein internal forces are efficiently transmitted through the surface in an in-plane
manner [34]. Due to this fact, they can be analyzed by simple statics.

The design approach to parametric modeling of shell roofs proposed in this research is realized
by application of Grasshopper, a parametric plug-in of the 3D modeling software Rhinoceros.
The structural analysis is carried out using Karamba 3D, whereas the optimization issues are addressed
by means of Galapagos, which work in the same Rhinoceros 3D environment. When it comes to
architectural design, Grasshopper is one of the most commonly used generative design editors.
It represents geometric shapes, but leaves the mathematical description hidden. However, it allows
designers to build form generators from the simple to complicated complex forms.

The goal of our research is to elaborate universal scripts, in order to create digital shell roof models
of various forms. Next, the scripts are to be used for modeling four-shell roof composed of repetitive
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modules of Catalan surfaces. Parametric roofs’ models are to be converted to structural models, in
order to perform structural analysis. Our comparative criterion to create roofs is the minimum mass
and deflection.

4. Parametric Pre-Designing of Roof Shells—Results

4.1. Geometric Modeling by Means of Grasshopper Scripts

Digital modeling always involves the definition of the simple spatial forms, next their
transformations and modification. Thanks to Grasshopper plug-in, the form generative algorithm
modeling can be applied. Then, the form is generated by means of mathematical operations, functions,
and other dependencies, which is shown in a graphical way. Several possibilities exist for defining
the motion of a line generating a ruled surface. We can distinguish two methods for ruled surface
generation. The first one consists in moving the straight line along generating curves, and the second
one consists in connecting the proper corresponding points of two generating curves, which are called
surface’s directrices [31]. From a geometric point of view, ruled surfaces are infinite surfaces, however,
for practical reasons we will consider finite parts of Catalan surfaces composed of rulings’ segments.

Each Catalan surface is determined by two directrix lines and the director plane, to which all
surface’s rulings are parallel. In the case when both directrix lines are curved lines, we obtain a
cylindroid; when one directrix is a straight line, we obtain conoid, however, when both directrices are
skew straight lines, the Catalan surface is a hyperbolic paraboloid, shown in Figure 1.

Figure 1. Typical examples of Catalan surfaces; respectively from the left: a cylindroid, a conoid, a
hyperbolic paraboloid.

The surfaces as three dimensional objects in three-dimensional space can be described
mathematically by a single equation with three space variables (x,y,z). However, to suit the
requirements of the Grasshopper’s algorithm, the surfaces should be described by two parameters
(u,v). The developed Grasshopper’s toolbox provides components which perform basic operations.
This toolbox allowed us to use a set of functionalities to analyze and generate surfaces within the
proposed design approach.

4.1.1. Hyperbolic Paraboloid

We start parametric modeling of a hyperbolic paraboloid from establishing series of points on two
arbitrary skew straight lines, however, both contained in vertical parallel planes. The rulings join lines’
points, which correspond to the same parameter value along u direction. This guarantees parallelism
of all surface’s rulings to the same vertical director plane. Application of a graph mapper for one line
or for both lines enables steering lines’ position in the planes (Figure 2).
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Figure 2. Single hyperboloid paraboloid form creation: (a) Grasshopper script for a single form;
(b) result.

If all proper pairs of points included in the input curves are joined by straight line segments, a strip
of a ruled surface connecting the curves is obtained. It is created as a single unit within Grasshopper
domain [0, 1] for u and v variables. Such a unit surface can be a module for complex roof creation.
The change of input parameters enables achieving roof forms of different shape, Figure 3.

Figure 3. Several compound forms created from four units of the hyperbolic paraboloid surface.

The parametric model of any form can be obtained using different algorithm definitions. That
means “that the relationship between a parametric model and its output is many-to-one” [20]. In order
to create complex forms from the single one, we have applied various approaches. One of them was
morphing box creation on a square surface, which is presented in Figure 3. What is more, thanks to
different input parameters which determine both geometric and metric characteristics, it is possible to
achieve great amount of complex roofs. They can cover both open and close spaces, Figure 4.

Figure 4. Building covers composed of hyperbolic paraboloid units: (a) with the same direction; (b)
with different directions.
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The geometric characteristic describes the shape of roof’s repetitive units, their number, and
arrangement (Figure 5). However, the metric characteristic determines the roof’s span and height.

Figure 5. The compound roof shell: (a) concave upwards; (b) concave downwards.

4.1.2. Cylindroid and Conoid

According to the geometrical definition presented above, the cylindroid’s rulings join points
located on two curved lines. Therefore, in the script for hyperbolic paraboloid creation, we used
curved lines as directrix lines, instead of straight lines. These curves are plane lines included in
the vertical parallel planes. The shape of the directrix line can be differentiated dependently on the
modification by graph mapper (Figure 6).

Figure 6. Single cylindroid form creation: (a) Grasshopper script for a single form; (b) result.

Thanks to it, it is possible to achieve various form creations dependently on the parameters’ input,
as well as directrices’ curvature. However, due to their shape, not all generated forms can be suitable
to form a shell roof. Some example forms are presented in Figure 7.

In order to create a parametric conoid surface, only slight modification of our script is necessary
to make one directrix line be straight, which gives variety of interesting solutions (Figure 8).

The compound roofs shaped by means of repetitive units of conoid elements are very popular in
building industry, and can be also generated by our script (Figure 9).

The principal advantage of parametric designing is the flexibility to perform transformations,
which results in various configurations of the same geometrical components, different alternatives.
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In order to evaluate roofs’ alternatives, an optimization procedure will be applied by means of
Galapagos, as well as structural analysis by means of Karamba 3D.

In our further considerations, we take into account the roofs composed of four identical modules
of Catalan surfaces covering a rectangular plan.

Figure 7. Several compound forms created from the units of a cylindroid surface.

Figure 8. Several compound forms created from the units of a conoid surface.

Figure 9. Building covers composed of conoid units: (a) with the same direction; (b) with
different directions.

4.2. Form Optimisation by Means of Galapagos

In general, the optimal realization of the designer’s idea from both an aesthetic and functional
point of view is a difficult and a complex problem. Aesthetics and functionality are mutually dependent
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issues, as functional optimization cannot be separated from shape optimization, and vice versa. “Any
optimum is only an optimum within the conceptualization of the problem space and the boundary
conditions applied” [31]. The algorithmic methods and tools proposed by Grasshopper allow for
a surfaces’ analysis and modeling the rationalized forms, which match the initial ideas of design.
Grasshopper enables generation of forms of a predefined logic. However, Galapagos, a module
included in Grasshopper, is a numeric approach to drive controlled, suitable, and optimal results
within the iterative design process. It enables the user to achieve results that best meet design criteria.

In our case study, we have taken into account the roof shells composed of four identical modules
of Catalan surfaces that are four units of a hyperbolic paraboloid surface, a conoid surface, and a
cylindroid surface, covering the same rectangular plan. Our optimization criterion was a minimum
area of the roof shell, which covers a rectangle of a unit area. The height of the roof was assumed as
the integer value within a fixed range of 1 m to 10 m.

Each optimization problem requires defining a fitness function, a sort of problem which is suited
for Galapagos Evolutionary Solver. In our function, “each instance”—an alternative roof area (A)—was
dependent on the rectangular area (B) covered by this roof, as well as the roof’s height. The roof’s area
(A) was compared further with the area (B) of the covered rectangular plan. Therefore, in our fitness
function, the difference, A−B, between the above areas was optimized (Figure 10).

Figure 10. Optimization of a roof shell by Galapagos.

The minimal value of A−B meant the best solution. Thanks to Galapagos Evolutionary Solver, we
have found the optimal height for each roof shell, as well as the minimal area of the Catalan surface
which covers the unit area. The worst optimization result that is the biggest area of the roof shell
was achieved for the roof shell composed from conoid elements. However, the best result that is the
smallest roof shell area was obtained in the case of the roof shell composed from cylindroid elements
determined by two parabolas as surfaces’ directrices. These results were obtained for the height of
each roof equal to 1 m.

4.3. Optimization Based on Structural Analysis

The above optimization results mean that the weight of the considered cylindroid shell roof
should be the smallest compared to the weight of the other roof types, assuming the same specific
height of all roofs equal to 1 m. This issue can be further checked by means of structural analysis.
Structural analysis consists in determination of the effects of loads on a designed roof shell. In order
to perform an accurate structural analysis, it is necessary to determine geometry of a roof’s surface,
structural loads, support conditions, as well as material properties. The results of such an analysis
typically include support stresses, displacements, deformations, as well as support reactions. This
information can be compared to the criteria that indicate the conditions of failure. Structural analysis
is thus a key part of the engineering design. As far as the roof shell is concerned, we can state that it is
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a form-based structure, which means that its shape influences its load carrying capacity. Therefore,
shell’s geometry along the boundary conditions, as well as the type of loading applied, dictate the
way the shell transfers load, or the way it fails. Shell can fail due to increasing deformations, failure of
material, or a combination of both. Due to this fact we have taken into consideration shell’s deflection
as the main criterion for assessing structural stability.

In our research, several representative roof shells have been subjected to structural analysis. Each
of them was compound of four identical concrete unit surfaces of the same class Table 1. It was
assumed that each roof shell covered a horizontal rectangle with the area of 16 m.

Table 1. The types of the analyzed compound roof shells.

Kind of Thse Urface Type of the Compoud Roof Shell

Hyperbolic paraboloid

1 2

Conoid

3 4

Cylindroid
5 6

7

Each compound roof shell made up of four concrete surface units has been treated as one coherent
shell element for calculation. Therefore, for each roof type, the calculations have been carried out as for
a single concrete shell structure supported on four corners with circulation space in the middle. It is a
common practice to apply approximate solutions of differential equations as the basis for structural
analysis, which can be prepared using numerical approximation techniques. In our structural analysis,
we used the finite element method (FEM) as the most commonly used numerical approximation in
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structural analysis. However, we carried out the analysis by application of Karamba 3D, an interactive
parametric finite element program, which works in environment of Rhinoceros 3D. FEM simulation
represents physical objects as a collection of discrete components or “elements”. Due to this fact, the
geometry of shells was presented by meshes, and each mesh face corresponded to the constant strain
finite element, Table 2. In order to achieve comparable results each shell’s mesh was divided into the
same number of 400 quads, which were automatically decomposed to triangles.

Table 2. The scheme of the mesh, supports’ location, as well as the obtained simulation results.

Kind of the Surface
The Scheme of the Mesh
and Supports’ Location

Dimmentions (m)
Mass
(kg)

Displacement (m)

Hyperbolic paraboloid 1 3021.93 0.0004

a = b = 4.00

h = 1

Hyperbolic paraboloid 2 3021.93 0.0000
a = b = 4.00

h = 1

Conoid 3 2993.24 0.0042

a = 4.75

b = 3.35

h = 1

Conoid 4 3993.52 0.0035

a = 4.75

b = 3.35

h = 1

Cylindroid 5 2901.03 0.0033

a = 3.47

b = 4.61

h = 1

Cylindroid 6 3113.00 0.0033

a = 4.69

b = 3.41

h = 1

Cylindroid 7 3107.00 0.0008

a = 4.67

b = 3.47

h = 1
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In order to perform a structural analysis by Karamba 3D, we converted our Grasshopper models
given by the scripts to a simulation models (Figure 11).

Figure 11. The assembly of load and supports in a simulation model in order to check roof shell
behavior under self-load.

The first simulation was performed for the shell submitted to the dead load, which was the
self-weight of concrete used in the shell construction. The dead load acted on the surface of the shell
in negative z direction. The thickness of each shell was assumed to be of 7 cm. We have examined
the behavior of each roof under self-weight, and established both the minimal mass for each roof
and deflection assuming that the roof height h ≥ 1 m. The simulation was performed by means of
Galapagos Evolutionary Solver, and a minimum mass was an optimization criterion. The results are
presented in Table 2. For each case of roof, there were also established dimensions of the rectangular
plan covered by the roof: its length a according to direction x, and its width b according direction
y, Table 2. Analyzing the achieved results, we can state that the construction of each roof is stable.
However, the minimal mass of roof’s construction was obtained in the case of the roof shell number 5,
which was composed of the cylindroid units. This result confirmed the results of the previous analysis
performed in point 3.2. In order to perform further structural analysis, we have chosen two of the roof
shells’ alternatives presented in Table 2. The first one was the cylindroid roof number 5 as a roof of a
minimal mass. The second one was the roof shell number 2 compound of hyperbolic paraboloid units.
It is a regular shaped roof, which covers a square plan. It also has a more favorable shape than other
roof of hyperbolic paraboloid shape (the roof number 1), due to less possibility of the accumulation of
precipitation (Table 2).

In the second structural analysis performed by us, we considered not only dead loads, but also
live loads acting on the construction. Both snow and wind loads can have a considerable effect on shell
structures. These loads are calculated in the form of pressure coefficients acting over the surface of the
shell. We assumed snow pressure of 1.3 kN/m2 and wind pressure of 1 kN/m2, and applied different
load combinations, one of them is shown in Figure 12.

We could do this using the load component of the Karamba 3D toolbar. This is a multi-use
component which allowed us to specify a number of various types and different load combinations
for the model. We have oriented self-load and snow load globally to a system of axes x, y, z, whereas
a wind load locally to the mesh. The assemble component gathered all necessary information and
created a static model. Based on simulation performed by Karamba 3D, it was possible to predict the
behavior of the construction under loads, and the stress that each construction element experienced.
Both roof shells were stable under the dead and live loads, however, the best optimization results, that
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is, the smallest deflection (equal to 0 mm) has been achieved in the case of the roof shell number 2
(Figure 13).

Figure 12. The schema of the application of live loads acting on the structure.

Figure 13. The best simulation result—behavior under dead and live loads for the shell roof number 2.

Due to this fact, the roof shell number 2, which is composed of four parts of a hyperbolic
paraboloid surface, has been chosen as the best one from seven alternatives, and can be taken for
further consideration in the more advanced process of design.

4.4. Discussion

The elaborated method of conceptual designing of roof shells composed of several parts of Catalan
surfaces works well. The scripts for parametric designing developed by us seem to be universal, as
they allow for the generation of various roof forms. These flexible scripts are the key for further
simulation and optimization processes. Thanks to their application, we could find the roof shell of the
best characteristic, that is, the roof compound of four parts of a hyperbolic paraboloid surface, which
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can be taken into consideration in a further design process. It is evident that in parametric design,
shape and metric properties are the most important aspects of the design framework. They should
be controlled at all times during the design process. This is due to the fact that they allow automatic
evaluation of the performance of various design options in order to target better results. Karamba 3D
includes a number of analysis components for performing different types of structural calculations:
deflections and mass, among others. We could minimize the mass, deflection, and find out proper
parameters to optimize the construction’s right shape. However, due to the fact that we propose
a structural analysis at the early stages of designing, this analysis is treated rather as an estimated
analysis, not an accurate one.

The research shows that uncomplicated scripts give more flexibility in further optimization
process. Due to this fact, they are of considerable importance, in particular, for the design of rationalized
surfaces. It is worth mentioning, that in all presented plug-in tools for parametric design such as
Grasshopper and Karamba 3D, the interactive display of the designed form is generated parallel with
an interactive window for visual scripting modification. It helps in generation of complicated geometry
and facilitates the re-editing process. What is important is that Karamba 3D and Galapagos work in
the same Rhinoceros 3D environment. This minimalizes problems that could occur during application
of various toolsets working in different software environments.

5. Conclusions

The research shows that it is possible to deploy structural analysis of the designed form at the
early stages of design. What is more, it is very useful as it enables to estimate object’s performance in
different conditions, as well as generation and testing of the design variants based on various criteria
and a specialist input.

However, our aim was not only designing of the optimal roof’s form, but also methodology
formulation, as well as indication of the approach and tools for the initial designing of roof shells. Due
to this fact, we tried to elaborate scripts for further implementation.

The study shows that optimization can be not only a tool to search for optimal form, but can also
be applied to check the performance of existing forms. Therefore, it can be applied as an efficient tool
for form exploration and improvement in order to support conceptual design.

The rationalized design strategy presented in the paper consists in both application of rational
surface classes, such as Catalan surfaces, simple and fundamental to roof design, and the active
and complex attitude to the design concept. Such an attitude strengthens and facilitates sharing
information, and co-operation between an architect and a civil engineering designer.
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Abstract: The beginning of the 21st-century resulted in a more developed multi-attribute decision-
making (MADM) tool and inspired new application areas that have resulted in discoveries in
sustainable construction and building life cycle analysis. Construction and civil engineering stand
for the central axis of a body consisting of a multidisciplinary (multi-dimensional) world with ties
to disciplines constituting the surface, and with the disciplines, as a consequence, tied to each other.
When dealing with multi-attribute decision-making problems generally multiple solutions exist,
especially when there is a large number of attributes, and the concept of Pareto-optimality is inefficient.
The symmetry and structural regularity are essential concepts in many natural and man-made objects
and play a crucial role in the design, engineering, and development of the world. The complexity
and risks inherent in projects along with different effective indicators for success and failure may
contribute to the difficulties in performance evaluation. In such situations, increasing the importance
of uncertainty is observed. This paper proposes a novel integrated tool to find a balance between
sustainable development, environmental impact and human well-being, i.e., to find symmetry axe
with respect to goals, risks, and constraints (attributes) to cope with the complicated problems.
The concept of “optimal solution” as the maximum degree of implemented goals (attributes) is very
important. The model is built using the most relevant variables cited in the reviewed project literature
and integrates two methods: the Step-Wise Weight Assessment Ratio Analysis (SWARA) method
and a novel interval-valued fuzzy extension of the Additive Ratio Assessment (ARAS) method. This
model was used to solve real case study of oil and gas well drilling projects evaluation. Despite the
importance of oil and gas well drilling projects, there is lack of literature that describes and evaluates
performance in this field projects. On the other hand, no structured assessment methodology has
been presented for these types of projects. Given the limited research on performance evaluation
in oil & gas well-drilling projects, the research identifies a set of performance criteria and proposes
an evaluation model using fuzzy Delphi method. An illustrative example shows that the proposed
method is a useful and alternative decision-making method.

Keywords: performance evaluation; oil and gas well drilling projects; Step-Wise Weight Assessment
Ratio Analysis (SWARA); interval-valued fuzzy Additive Ratio Assessment; Additive Ratio Assessment
(ARAS)
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1. Introduction

Today, projects have a significant role to play in the success of any company and the integration
of activities leading to new products or services can improve its performance [1]. That is why many
companies consider the use of project management as a key strategy for their survival in a competitive
environment as well as for increasing the possibility of value creation in their businesses [2]. A project
is a temporary attempt to produce a unique product or service and project management refers to the
application of knowledge, skills, tools and techniques to carry out all activities of the project [3] as
well as, project is a complex effort involving interconnected activities, with the purpose of achieving
an objective [1]. A project performance evaluation dealing with evaluating and rating all tasks [4]
help Decision Makers (‘DM’) through determining the status of the project and its weaknesses and
strengths [5] and will help establish benchmarks of high performance projects for cross-learning
and identify inefficiencies of low performance projects for potential improvement [6]. Therefore,
the importance of project performance evaluation is inevitable and has long been confirmed by
practitioners and academics from a variety of functional disciplines [7]. As a result, several project
performance evaluation approach has been advanced that MCDM models is one of them. In a business
environment, evaluation of the “best” project can be done by a decision committee, instead of a single
DMs. Different DMs can bring their own points of view and knowledge, which must be resolved
within a framework of understanding and mutual concessions [8,9]. In such situations, MCDM can
help in finding a sufficiently good solution from a collection of alternatives and can address complex
problems that involve high uncertainty, conflicting objectives, different forms of information, multiple
interests and different perspectives [8]. MCDM methods solve a complex problem by converting
it into several small problems and as smaller processes are weighted and re-aggregated, a general
picture of decision makers is provided [10]. Therefore, given the inherent complexity, risks and
uncertainties of projects and the diversity of success/failure criteria, this paper aims to introduce
a novel assessment framework for projects using Interval-Valued Fuzzy Additive Ratio Assessment as
a recent MADM approach dealing with uncertainties in decision making. In many practical situations,
there exists information which is incomplete and uncertain so that decision makers cannot easily express
their judgments on the candidates with exact and crisp values. As well as there are many real-life
complex problems that need to involve a wide domain of knowledge. Therefore, fuzzy sets provide
generally more adequate description to model real-life decision problems than real numbers [11].
However, it became apparent that the fuzzy sets are not sufficient for uncertain MCDM. Therefore,
Zadeh (1975) [12] and Gorzałczany (1987) [13] developed the concept of interval-valued fuzzy sets,
whereas Atanassov (1986) [14] proposed intuitionistic fuzzy sets [15]. Consequently, interval-valued
fuzzy sets allow us to achieve a better imagination from environmental ambiguity and uncertainty [16].

On the other hand, Over the past two decades, infrastructure projects as an important category of
projects have accounted for 3.8% of global GDP and this number is expected to rise to 1.4% by 2030 [5].
These type of projects include general fields of energy, transport, water, communications and social
infrastructure such as hospitals [17]. Infrastructure projects are defined as long-term, large-scale and
difficult-to-implement projects that can hardly be valued; therefore, evaluation of these projects is
a complex and specialized activity [17].

Further, oil and gas well drilling projects are of great importance among major infrastructure
projects because of a large volume of investment and the economic benefits of their proper
implementation [4,18]. Difficulty in predicting operational costs due to inherent uncertainties in
the economic evaluation of oil and gas exploration and development projects [19], costs of renting
drilling rigs as well as drilling services required by these projects [20] are major parameters resulting
in the need for high-volume investments. Like any costly projects for the highest quality and lowest
cost and time, oil and gas drilling projects require appropriate decision-making procedures to face
upcoming challenges and achieve the desired level of productivity [21]. A fast, continuous, timely
and data-based decision-making process can lead to improved productivity; particularly as today’s
global demand for energy and environmental constraints have forced oil and gas projects to enhance
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their activities in terms of efficiency and effectiveness [18]. In addition, similar to other projects,
oil and gas well-drilling projects deal with inherent uncertainties [22] that are generally arisen from
environmental factors, organizational complexities, as well as changes, deviations and events occurring
in a project [23]. Accordingly, oil and gas projects face various risks and complexities that make the
decision-making process so difficult [18].

However, a brief review of the literature shows a limited portion of structured performance
evaluation models in these field and though a variety of project evaluation approaches like multi-criteria
decision-making (MCDM) methods have been applied in other project fields [6] but there is a necessity
for structured assessment methodology in the field of oil and gas well drilling projects. Therefore, we
choised oil and gas well drilling projects as a case study and tried to identify an initial list of performance
criteria based on review of literature and propose an evaluation model using Delphi method.

According to the above discussion, the purpose of this study is to provide an interval-valued
MADM-based framework as a novel approach for evaluating the performance of projects that oil
and gas well drilling projects was considered in order to remove the limitations noted in this type
of projects. To this end, a review on the literature is provided and an initial list of evaluation criteria
is extracted. Due to the research limitations in this context, the Fuzzy Delphi technique and expert
panels are used to develop a more complete list of effective criteria. Next, the identified criteria are
weighted by the SWARA method and finally the Interval-Valued Fuzzy Additive Ratio Assessment is
employed to assess and rank active projects of a certain company in the field of oil and gas drilling.

The structure of this paper will be as follows. Section 2 presents the literature review and the initial
list of criteria. Section 3 describes the research methodology, while Section 4 provides an experimental
example using data from a set of seven oil and gas well drilling projects from a subsidiary of the
National Iranian Oil Company (NIOC) in Iran. Finally, Section 5 concludes the study.

2. Literature Review

Decision making in a project context is a complex undertaking. The term complexity is an increasingly
important point of reference when we are trying to understand the managerial demands of modern
projects in general, and of the various situations encountered in projects [24,25]. On the one hand,
a project is a temporary and transient organization surrounded by inherent uncertainty [24,26]. When
complexity becomes too great, the possibilities and interrelations become so fuzzy that the system has
to be assisted by appropriate tools and skills. Consequently, managers facing complex project need
access to a decision-making aid model based on relevant performance evaluation [24]. Therefore the
project performance evaluation is inevitable and necessary issue. So far, several decsion approach has
been used to help project evaluation such as economic models, mathematical programming, artificial
intelligence optimization methods, integrated models, data envelopment analysis (DEA) method,
integrated the balanced scorecard (BSC) approach and MCDM models [27]. among these, MCDM
models can help in finding a sufficiently good solution from a collection of alternatives and can address
complex problems that involve high uncertainty, conflicting objectives, different forms of information,
multiple interests and different perspectives [8]. In measuring the overall performance of projects,
MCDM models have been used to aggregate multiple performance measures under various application
contexts [6] and incidentally are widely used for energy projects [8]. Analytical Hierarchy Process
(AHP) [28,29], Analytic Network Process (ANP) [29,30], TOPSIS [31], DEMATEL [32], ELECTRE [33]
and some hybrid methods [4,8,34] are number of MCDM methods applied to projects evaluation.

On the other hand in many projects in practical situations, there exists information which is
incomplete and uncertain so that decision makers cannot easily express their judgments on the candidates
with exact and crisp values. As well as there are many real-life complex problems that need to involve
a wide domain of knowledge. These conditions in which decisions are based on obscure and unreliable
information or lake of knowledge and personal preferences of the experts can create difficulties in the
decision-making process. These difficulties can lead to deceptive and uncertain decisions. Therefore,
solving decision-making problems existing in real life and modeling them in the form of multi-criteria
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decision-making problems is still considered as a challenging topic [35–37] and fuzzy sets provide
generally more adequate description to model real-life decision problems than real numbers [11]
and presented to fix these challenges and provided a basis for development of a variety of fuzzy
decision-making models. The development of the fuzzy concept has led to the provision of models
which have the flexibility to control and display uncertainty and low accuracy due to lack of knowledge
of experts and inadequate data [38,39]. Many developments have been made to better address
inadequate and inaccurate data [14,40]. Atanassov developed intuitive fuzzy sets [14]. These sets
included the membership function, the non-membership function and the hesitancy function [41].
Zadeh [12] introduced a type-2 fuzzy set which allowed expressing the membership of the components
in the form of a fuzzy set. Further, the type-n fuzzy numbers were defined [42] which were the
generalized form of type-2 fuzzy numbers and allowed the membership of elements to be in the form
of a type-(n − 1) fuzzy set. Since the concept of fuzzy numbers with interval values has been presented,
there has been an increasing interest of researchers in this field [43] so that it was successfully used
in numerous decision-making issues in conditions of uncertainty. Briefly, there are two approaches
to classify studies in this area: (1) Content Approach; (2) Applied Approach [44]. In the content
approach, two main steps are considered for decision-making issues: aggregation of opinions [45–47]
and method exploitation. In the applied approach, researches on fuzzy numbers with interval values
can be classified into five main domains [48]: (1) basic operators in fuzzy space with interval values [49];
(2) group decision [50,51]; (3) combining decision making with linguistic variables [52,53]; (4) matrix
of judgment based on priority relations [54] and (5) development of the model of dual interval-valued
fuzzy sets [55]. In recent years, researches have been a growing trend in two domains; decision making
with linguistic variables and development of basic operators in fuzzy space with interval values.

Given that this paper aims to prioritize the projects, it is related to the method exploitation step.
In this category of methods, it is tried to find priority relations in non-preferred alternatives so that a set
of options is ranked based on them. So far, various decision-making methods have been combined with
fuzzy numbers with interval values [56] including the VIKOR method [57,58], the TOPSIS method [59],
the MULTIMOORA method [15] and the TODIM method [60]. In this paper, we tried to use Additive
Ratio Assessment (ARAS) method combined with fuzzy numbers with interval values which is addressed
when we introduce fuzzy numbers with interval values and combined method steps.

In addition to the performance evaluation methodology, it is also necessary to define the
performance evaluation criteria for each project. Evaluation criteria are quantitative or qualitative
variables that measure the performances and the impacts of the analyzed alternatives [61]. Through
a literature review, this section also seeks to develop an initial list of criteria as inputs for the fuzzy
Delphi process. As discussed before, despite the importance of oil and gas well drilling projects, there
is a limited research available on performance evaluation of these projects, by using some measures of
these criteria. Below provides further details of some relevant research studies:

Dachyar and Pratama (2014) evaluated the efficiency of oil and gas well drilling projects using
the MACBETH method [22]. The author introduced criteria such as implementation methods, time,
cost, quality, risk and safety. Ahari and Niaki (2014) used a neuro-fuzzy network to assess the
quality of oil and gas well drilling projects for a contractor selection problem [4,21]. The authors
defined three criteria of time, cost and quality as the basic assessment objectives. Also, a set of five
parameters were introduced as inputs; (1) the cost compliance percentage with plans; (2) the time
compliance percentage with plans; (3) the percentage of quality failure in all operational failures;
(4) the number of HSE incidences; and (5) the number of quality failures without non-productive
time. The quality of work measure was defined as the model output. The authors followed the size
of drilled holes as an important factor in the work package plan. Exploring the design of drilling
contracts, Osmundsen et al. (2006) suggested safety and associated risks from the important indicators
of a drilling project [20]. In other study (2010), the authors examined new incentive schemes in offshore
drilling contracts to improve project performance. They highlighted higher cost and its rapid growth
in drilling activity, especially for renting and drilling services, as well as the need to carefully examine
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effective criteria in drilling projects [62]. Liu et al. (2013) considered risks in drilling projects [63]. They
identified a set of 25 risk factors in six categories of natural risks, R & D risks, management risks,
drilling risks, equipment risks and security risk and environmental factors.

In addition to the related studies referred to above, in general, three main traditional criteria have
always been considered; including time, cost, and quality. A project would be succeeded when it is
implemented at a reasonable cost and quality during a planned period time, and meet stakeholders’
satisfaction [1]. This traditional approach—referred as the “Iron Triangle” [4]—merely deals with the
economic dimension of projects, while ignoring other major aspects [64]. Further, these criteria are
less flexible in evaluating project performance [65]. In order to overcome limitations of the traditional
criteria, academic researchers suggest a variety of criteria for project performance evaluations. Some
examples are safety of the project site [66–68], geographic location of projects [69], environmental
impacts [70] and satisfaction of community, client or customer [71,72]. Moreover, the quality and variety
of materials and goods used in a project [73,74], number of active labor force and salaries [75–77] and
experience and scientific levels of employees in the project [78,79] are amongst other effective measures
of project performance. Risks and operational risks, in particular, are also important indicators that
many researchers have taken into account [23,63,80]. In addition, research and development (R & D)
and related costs are identified as influential parameters in improving project performance [81,82].

Considering the generality of criteria mentioned above, these can be used in oil and gas wells
drilling projects. As noted, there is a limited research available on performance evaluation of oil and
gas well-drilling projects, however, a list of initial criteria for evaluating oil and gas well drilling
projects can be found by reviewing the literature (Table 1). Obviously, these criteria are precisely
related to the drilling of oil and gas wells and do not include all the relevant criteria in the entire oil
and gas industry. This list will be completed in Section 4 using the Fuzzy Delphi method.

Table 1. Primary Criteria from Literature Review.

No. Description Source

1 Cost spent for drilling [1,4,21,22]

2 Types of drilled wells in terms of number of holes [4,32]

3 Time of drilling operations [1,4,21,22]

4 Number of accidents caused by non-compliance with safety regulation or
environmental factors [4,20–22,63,66–68,70]

5 Actual cost compliance percentage with plans [4,21]

6 Number of operational experts working on the project [74–76]

7 Scientific levels of drilling specialists working in the project [79]

8 Experience of drilling specialists working in Project [78,79]

9 Average salaries of employees in the project [74–77]

10 Types of wells drilled in operational risk [20,22,23,63,69,81]

11 Number of operational failures [4,21,63]

12 Employer/Senior Manager Satisfaction [4,21,71,72]

13 Quality of materials and goods [1,63,73,74]

14 R & D expenditure [63,81,82]

3. Research Methodology

First, a list of assessment criteria is derived from the literature available on the research subject.
Then by using the Fuzzy Delphi method and expert opinions, the criteria are extended and the final
list is obtained for oil and gas well-drilling proje cts (Table 4). The Step-Wise Weight Assessment
Ratio Analysis (SWARA) method is employed to determine final criteria weights. According to the
interval-values fuzzy Additive Ratio Assessment and the decision Table developed for a set of oil and
gas projects, project performance is evaluated. Figure 1 presents the flowchart of the research.
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Figure 1. Schematic diagram of research design.

3.1. Fuzzy Delphi Method

The traditional “Project DELPHI” was originally developed by Dalkey and Helmer (1963) to
achieve the most reliable consensus among experts on a particular topic [83]; a theoretical consensus
obtained through several rounds of extensive consultations through expert interviews [84]. The most
important advantage of this method is to avoid direct confrontation of participants [85]. However,
the Delphi method has been criticized for higher operational costs, lower degree of convergence and
the possibility to remove some key ideas by organizers. Therefore, Murray et al. (1985) proposed
the integration of the traditional Delphi method and fuzzy set theory to improve ambiguity and
inconsistency in requirements [86,87]. A variety of techniques have been developed to determine
metrics by using Delphi method. Here, based on the approach presented by Hsu and Yang (2000)
and Kuo and Chen (2008), triangular fuzzy numbers are used to incorporate expert opinions and to
implement the fuzzy Delphi technique. Maximum and minimum values obtained based on expert
opinions are defined as two endpoints of triangular fuzzy numbers, while the geometric mean is
expressed as the membership degree in triangular fuzzy numbers in order to avoid the portion of
terminal values [86,88]. Kuo and Chen believed that this method enables decision-makers to achieve
a better solution for the selection [86].

Further, the authors highlighted the simplicity and the lack of survey repetition, as well as the use
of all expert opinions. Each fuzzy number (TA) is defined as follows (1):

TA = (LA, MA, UA), LA = min(XAi), UA = max(XAi), MA = n
√

∏n
i=1 XAi (1)

where, XAi is the proposed value of the i-th decision-maker in terms of the critical factor A; (i = 1,2 . . . ).
LA, UA and MA represent the values of lower bound, upper bound and geometric mean for the critical
factor A, respectively. In the next step, the Center of Area (COA) defuzzification process is performed
using the model developed by Zheng and Teng (1993) [89]. The formula is presented as follows (2):

DFk =
(Uk − Lk) + (Mk − Lk)

3
+ Lk (2)

where, the index k represents the number of criteria and Lk, Uk and Mk represent the values of lower
bound, upper bound and geometric mean for the critical factor k.

The final step is to determine the threshold value for accepting or rejecting the criteria. To this
end, the score of 0.7 is determined based on expert opinions. Finally, those criteria with a number
less than the threshold value are removed from the list and the final list provides the necessary
evaluation criteria.
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3.2. SWARA Method

For a large number of multi-attribute decision-making problems, weighting indicators are included
among the most important procedures in problem solution [90]. Accordingly, experts play a vital role
in criteria evaluation and weighting and form inevitable part of the decision-making process. Th Step-
Wise Weight Assessment Ratio Analysis (SWARA) method newly proposed by Krešulienė et al. (2010)
allows decision-makers to select, evaluate and weight the criteria [91]. The most important advantage
of this approach is its potential for evaluating the accuracy of expert opinions about weights allocated
by the process [91]. Further, expert consultations can yield more accurate results than other common
methods of multi-criteria decision-making (MCDM) [92]. The main steps of determining the criteria
weights based on the SWARA method are described below:

- Step 1: Rank Criteria—First, the criteria determined by decision-makers are selected as the
final criteria and then all the criteria are ranked in order of their importance. Accordingly, the
most/least important criteria take the highest/lowest position of ranking.

- Step 2: Determine Relative Importance for Criteria (Sj)—Now, the relative importance of each
criterion is measured against the most important criterion. This value is represented by Sj.

- Step 3: Calculate Coefficient Value of Kj—As a function of the relative importance for each
criterion, the coefficient Kj is determined using Equation (3).

Kj = Sj + 1 (3)

- Step 4: Calculate Initial Weights for Criteria—In this step, the initial weights of each criterion
are calculated by Equation (4). Note that the initial weight for the first—i.e., the most
important—criterion is generally considered equal to 1 (q1 = 1).

qj =
qj−1

Kj
(4)

- Step 5: Calculate Final Normalized Weights—As the final step of SWARA, the final weights which
is also known as the normalized weights are determined by Equation (5).

wj =
qj

∑ qj
(5)

As mentioned before, SWARA is a newly established method for weighting which has been
recently used by different studies [93].

3.3. Interval-Valued Fuzzy Additive Ratio Assessment

3.3.1. Generalized Fuzzy Numbers

A generalized fuzzy number Ã defined as (6),

Ã = (a, b, c, d; ω), 0 ≤ a ≤ b ≤ c ≤ d ≤ 1, 0 ≤ ω ≤ 1 (6)

It is a fuzzy subset of the real line  with the membership function (μÃ) which has the following
features [94]:

μÃ is a continuous mapping from  to the closed interval [0, 1].

∀x ∈ (−∞, a] → μÃ(x) = 0

μÃ(x) is strictly increasing on [a, b].
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μÃ(x) = ω for all x ∈ [b, c], where ω is a constant on [0, 1], 0 ≤ ω ≤ 1.
μÃ(x) is strictly decreasing on [c, d].
μÃ(x) = 0 for all x ∈ [d,+∞].

If μÃ is linear on the intervals [a, b] and [c, d], then a generalized fuzzy number is called
a generalized trapezoidal fuzzy number. Figure 2 shows a relationship between the generalized
fuzzy number, B̃ and the normalized trapezoidal fuzzy number, Ã.

Figure 2. Generalized fuzzy number.

As seen from Figure 2, the normalized trapezoidal fuzzy numbers demonstrate certain cases of
generalized fuzzy numbers, where ω = 1. Also, if b = c, then the trapezoidal fuzzy number becomes
a triangular fuzzy number.

3.3.2. Interval-Valued Fuzzy Numbers

The interval-valued fuzzy numbers are special forms of generalized fuzzy numbers. Similar to
generalized fuzzy numbers, these numbers can find a trapezoidal shape. Moreover, interval-valued
triangular fuzzy numbers have a triangular shape. Figure 3 shows a graphical representation of an
interval-valued triangular fuzzy number.

 

Figure 3. Interval-valued triangular fuzzy number.

An interval-valued triangular fuzzy number can be defined as (7) [95]:

Ã =
[

ÃL, ÃU
]
=

[(
a′l , a′m, a′u; ω′

A
)
, (al , am, au; ωA)

]
(7)

where ÃL and ÃU are the lower and upper triangular fuzzy numbers, ÃL ⊂ ÃU and μÃ(x) are their
membership functions. However, μÃL(x) = ω′

A and μÃU (x) = ωA denote the lower and upper
membership functions.
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Suppose Ã = [ÃL, ÃU ] and B̃ = [B̃L, B̃U ] are two interval-valued triangular fuzzy numbers. Then,
the basic arithmetic operations on these fuzzy numbers can be represented as (8) to (11):

Ã + B̃ =
[(

a′l + b′l , a′m + b′m, a′u + b′u; min
(
ω′

A, ω′
B
))

, (al + bl , am + bm, au + bu; min(ωA, ωB))
]

(8)

Ã − B̃ =
[(

a′l − b′u, a′m − b′m, a′u − b′l ; min
(
ω′

A, ω′
B
))

, (al − bu, am − bm, au − bl ; min(ωA, ωB))
]

(9)

Ã × B̃ =
[(

a′l × b′l , a′m × b′m, a′u × b′u; min
(
ω′

A, ω′
B
))

, (al × bl , am × bm, au × bu; min(ωA, ωB))
]

(10)

Ã ÷ B̃ =
[(

a′l ÷ b′u, a′m ÷ b′m, a′u ÷ b′l ; min
(
ω′

A, ω′
B
))

, (al ÷ bu, am ÷ bm, au ÷ bl ; min(ωA, ωB))
]

(11)

Figure 4 shows a certain case of generalized interval-valued fuzzy numbers, normalized with the
same mode (a′m = am) and it can be represented as (12)

Ã =
[

ÃL, ÃU
]
=

[(
al , a′l

)
, am,

(
a′u, au

)]
(12)

Figure 4. Normalized interval-valued triangular fuzzy number with the same mode.

Suppose Ã =
[

ÃL, ÃU
]
=

[(
al , a′l

)
, am, (a′u, au)

]
and B̃ =

[
B̃L, B̃U

]
=

[(
bl , b′l

)
, bm, (b′u, bu)

]
denote

two normalized interval-valued triangular fuzzy numbers with the same mode. Then, the basic
arithmetic operations on these fuzzy numbers can be defined as (13) to (16) [96]:

Ã + B̃ =
[(

al + bl , a′l + b′l
)
, am + bm,

(
a′u + b′u, au + bu

)]
(13)

Ã − B̃ =
[(

al − bu, a′l − b′u
)
, am − bm,

(
a′u − b′l , au − bl

)]
(14)

Ã × B̃ =
[(

al × bl , a′l × b′l
)
, am × bm,

(
a′u × b′u, au × bu

)]
(15)

Ã ÷ B̃ =
[(

al ÷ bu, a′l ÷ b′u
)
, am ÷ bm,

(
a′u ÷ b′l , au ÷ bl

)]
(16)

In addition, the following unary operation defined on interval-valued triangular fuzzy numbers
is of great importance. It is denoted as (17):

1
k
× Ã =

[(
1
k
× al ,

1
k
× a′l

)
,

1
k
× am,

(
1
k
× a′u,

1
k
× au

)]
(17)

3.3.3. Linguistic Variables

The linguistic variables refer to variables whose values correspond to words or sentences in a natural
or artificial language. A linguistic variable has a practical potential for dealing with many real-world
decision-making problems, which are usually complex and relatively uncertain. A wide range of research
studies have reported different linguistic variables with triangular fuzzy numbers [97–99]. Also, the
literature provides linguistic variables based on the use of interval-valued fuzzy numbers. Wei and Chen
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(2009), for example, developed a scale of nine level linguistic terms using interval-valued trapezoidal
fuzzy numbers [100]. Ashtiani et al. (2009) presented a seven-level linguistic terms scale based on
interval-valued triangular fuzzy numbers. Tables 2 and 3 show the linguistic variables for the weights
of criteria and performance ratings, based on the use of triangular fuzzy numbers and interval-valued
triangular fuzzy numbers [57].

Table 2. Linguistic variables for the weights of criteria.

Linguistic Variables Triangular Fuzzy Number Interval-Valued Triangular Fuzzy Number

Very low (VL) (0.0, 0.0, 0.1) [(0.00, 0.00), 0.0, (0.10, 0.15)]
Low (L) (0.0, 0.1, 0.3) [(0.00, 0.50), 0.1, (0.25, 0.35)]

Medium low (ML) (0.1, 0.3, 0.5) [(0.00, 0.15), 0.3, (0.45, 0.55)]
Medium (M) (0.3, 0.5, 0.7) [(0.25, 0.35), 0.5, (0.65, 0.75)]

Medium high (MH) (0.5, 0.7, 0.9) [(0.45, 0.55), 0.7, (0.80, 0.95)]
High (H) (0.7, 0.7, 1.0) [(0.55, 0.75), 0.9, (0.95, 1.00)]

Very high (VH) (0.9, 1.0, 1.0) [(0.85, 0.95), 1.0, (1.00, 1.00)]

Table 3. Linguistic variables for the performance ratings.

Linguistic Variables Triangular Fuzzy Number Interval-Valued Triangular Fuzzy Number

Very poor (VP) (0.0, 0.0, 0.1) [(0.00, 0.00), 0.0, (0.10, 0.15)]
Poor (P) (0.0, 0.1, 0.3) [(0.00, 0.50), 0.1, (0.25, 0.35)]

Medium poor (MP) (0.1, 0.3, 0.5) [(0.00, 0.15), 0.3, (0.45, 0.55)]
Fair (F) (0.3, 0.5, 0.7) [(0.25, 0.35), 0.5, (0.65, 0.75)]

Medium good (MG) (0.5, 0.7, 0.9) [(0.45, 0.55), 0.7, (0.80, 0.95)]
Good (G) (0.7, 0.7, 1.0) [(0.55, 0.75), 0.9, (0.95, 1.00)]

Very good (VG) (0.9, 1.0, 1.0) [(0.85, 0.95), 1.0, (1.00, 1.00)]

Since interval-valued fuzzy numbers are more complex than ordinary fuzzy numbers, the
transformation of the ordinary fuzzy numbers into the corresponding interval-valued fuzzy numbers
can raise some advantages. To transform their weights and performance ratings, the following
equations are given:

l = min
k

(
lk
)

(18)

l′ =
(

K

∏
k=1

lk

) 1
K

(19)

m =

(
K

∏
k=1

mk

) 1
K

(20)

u′ =
(

K

∏
k=1

uk

) 1
K

(21)

u = max
k

(
uk
)

(22)

x̃ = [(l, l′), m, (u′, u)] is the corresponding interval-valued triangular fuzzy number, while x̃k =(
lk, mk, uk

)
is the triangular fuzzy number obtained on the basis of opinion of kth decision maker.

The parameters l and u denote the smallest and the greatest performance ratings among all stakeholders,
respectively; which reflect the extreme attitudes provided by the experts. Unlike these parameters,
other parameters of the interval-valued triangular fuzzy number reflect the expert opinions much
more effectively. The reason is that these numbers are obtained as the geometric mean of attitudes
from all experts.
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3.3.4. Defuzzification of Interval-Valued Triangular Fuzzy Numbers

Since the results of arithmetic operations will be fuzzy numbers, they can be transformed into
non-fuzzy numbers in order to rank and compare alternatives. Different procedures have been
proposed for ranking fuzzy numbers and for their defuzzification but these procedures concern mainly
the trapezoidal or triangular fuzzy numbers. By small changes, however, the same procedures can be
used for the defuzzification of interval-valued triangular fuzzy numbers. Equations (23) and (24) are
two general defuzzification equations for triangular fuzzy numbers (λ is a coefficient on [0, 1]):

gm(Ã) =
1
2
[(1 − λ)l + m + λu] (23)

gm(Ã) =
1 + m + u

3
(24)

Moreover, (25) and (26) are proposed for defuzzification of interval-valued triangular fuzzy numbers:

gm(B̃) =
l + l′ + m + u′ + u

5
(25)

gm(B̃) =
(1 − λ)l + λl′ + m + λu′ + (1 − λ)u

5
(26)

where Ã represents ordinary triangular fuzzy numbers, whereas B̃ presents interval-valued fuzzy
numbers. λ is a coefficient on [0, 1]. Equation (25) is a simple extension of (24), providing an
effective way for the defuzzification of known interval-valued fuzzy numbers, represented as the Best
Non-Fuzzy Performance (BNP). In contrast, Equation (25) is relatively more complex but it has some
advantages. For instance, varying the coefficient λ makes a greater importance to the parameters l′

and u′ against l and u and vice versa.

3.3.5. Additive Ratio Assessment (ARAS) Method

As a relatively new tool for MCDM, the ARAS method has received significant interested recently,
still based on the theory that complex phenomena of the world could be accurately perceived trough
simple relative comparisons [101–103]. The ARAS method uses the concept of optimality degree to find
a ranking. It is the sum of normalized weighted values of the criteria with respect to each alternative
divided by the sum of normalized weighted values of the best alternative.

- Step 1: First, a decision matrix is assembled as m × n, where m denotes alternatives and n
denotes criteria.

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x01 . . . x0j . . . x0n
...

. . .
...

. . .
...

xi1 . . . xij . . . xin
...

. . .
...

. . .
...

xm1 . . . xmj . . . xmn

⎤⎥⎥⎥⎥⎥⎥⎥⎦
; i = 0, m; j = 1, n (27)

xij is the performance measure of the i-th alternative on the j-th criterion. Also, x0j shows the
optimum value for the j-th criterion. If the optimum value of the variable j is undetermined, then it
can be determined as follows:

when max
i

xij is optimal, x0j = max
i

xij

when min
i

x∗ij is optimal, x0j = min
i

x∗ij
(28)

In general, the evaluation values of alternatives with respect to criteria (xij) and the weights
for each criterion (wj) are given as the inputs in the decision matrix. Note that each criterion reflects
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its certain dimensions; therefore, a comparative analysis and preventing potential consequences
from different dimensions require derive dimensionless quantities. To do this, the weighted values
are simply divided by optimum obtained as (28). Numerous methods are available for deriving
dimensionless useful dimensionless values which will be described below. Through normalization,
the values of an original decision matrix are converted into the values on [0, 1] or on [0, ∞].

- Step 2: The primary inputs are normalized for all criteria, represented by xij and formed the
matrix elements.

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x01 . . . x0j . . . x0n
...

. . .
...

. . .
...

xi1 . . . xij . . . xin
...

. . .
...

. . .
...

xm1 . . . xmj . . . xmn

⎤⎥⎥⎥⎥⎥⎥⎥⎦
; i = 0, m; j = 1, n (29)

Since there are benefit type and cost type criteria, then the normalization is processed positively
or negatively by using (30) and (31), respectively.

xij =
xij

∑m
i=0 xij

(30)

xij =
1

x∗ij
xij =

xij

∑m
i=0 xij

(31)

The achievement of dimensionless quantities provides a framework for comparing each criterion
against all others.

- Step 3: Here, the weighted normalized decision matrix, X̂, is calculated by applying the weight
values on the normalized decision matrix X. The weights are determined by expert panels and
should meet the following requirements:

0 < wj < 1, ∑n
j=1 wj = 1

X̂ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x̂01 . . . x̂0j . . . x̂0n
...

. . .
...

. . .
...

x̂i1 . . . x̂ij . . . x̂in
...

. . .
...

. . .
...

x̂m1 . . . x̂mj . . . x̂mn

⎤⎥⎥⎥⎥⎥⎥⎥⎦
; i = 0, m; j = 1, n

(32)

x̂ij = xijwj; i = 0, m (33)

Again, wj denotes the weight value for the jth criterion and xij represents the normalized value
for the ith alternative. Therefore, the value of an optimal function can be calculated as follows:

Si =
n

∑
j=1

x̂ij; i = 0, m (34)

According to the logic of ARAS, the best alternative is the only one with the greatest value for an
optimal function. Clearly, the worst alternative obtains the value of minimum for the optimal function.
To put it differently, the alternative ranking is determined based on the value of Si.

The degree of utility can be measured by comparing each alternative against the best/optimal
one with the best value, represented by S0. The degree of utility, Ki, of the alternative Ai follows
Equation (35):

Ki =
Si
S0

; i = 0, m (35)
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where, S0 and Si are derived from Equation (34). Clearly, Ki places on the interval [0, 1] and its value is
used for ranking all alternatives.

3.3.6. An Extension of ARAS Method Based on Interval-Valued Triangular Fuzzy Numbers

- Step 1: Determine the optimal performance rating for each criterion

The first point to be considered is that the optimal performance rating for each criterion should be
calculated as an interval-valued fuzzy number. Therefore, optimal interval-valued fuzzy performance
ratings can be determined as follows:

x̃0j =
[(

l0j, l′0j

)
, m0j,

(
u′

0j, u0j

)]
(36)

where, x̃0j represents the optimal interval-valued fuzzy performance rating of the jth criterion. Also,
other criteria are defined as follows:

l0j =

⎧⎨⎩ max
i

lij; j ∈ Ωmax

min
i

lij; j ∈ Ωmin
(37)

l′0j =

⎧⎨⎩ max
i

l′ ij; j ∈ Ωmax

min
i

l′ ij; j ∈ Ωmin
(38)

m0j =

⎧⎨⎩ max
i

mij; j ∈ Ωmax

min
i

mij; j ∈ Ωmin
(39)

u′
0j =

⎧⎨⎩ max
i

u′
ij; j ∈ Ωmax

min
i

u′
ij; j ∈ Ωmin

(40)

u0j =

⎧⎨⎩ max
i

uij; j ∈ Ωmax

min
i

uij; j ∈ Ωmin
(41)

Ωmax denotes the benefit criteria, i.e., the higher the values are, the better it is; and Ωmin denotes the
set of cost criteria, i.e., the lower the values are, the better it is.

- Step 2: Calculate the normalized decision matrix

To enable the use of these interval-valued fuzzy numbers, the normalization process requires
some modifications. So, (34) can be replaced by (42):

r̃ij =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[(
aij

c+j
,

a′ij
c+j

)
,

bij

c+j
,
(

c′ij
c+j

,
cij

c+j

)]
; j ∈ Ωmax⎡⎣⎛⎝ 1

aij

a−j
,

1
a′ij
a−j

⎞⎠,
1

bij

a−j
,

⎛⎝ 1
c′ij
a−j

,
1

cij

a−j

⎞⎠⎤⎦; j ∈ Ωmin

(42)

Here, r̃ij is the optimal interval-valued fuzzy performance rating for the ith alternative on the jth
criterion. Further,

a−j =
m

∑
i=0

1
aij

, c+j =
m

∑
i=0

cij, i = 0, 1, . . . , m

- Step 3: Calculate the normalized weighted interval-valued decision matrix
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This is principally similar to the third step in the original ARAS method. The difference is that
fuzzy numbers are to be now multiplied by using the multiplication operation on interval-valued
triangular fuzzy numbers. Therefore, this can be expressed as follow:

ṽij = w̃j .̃rij (43)

where, ṽij is the normalized weighted interval-valued fuzzy performance rating for the i-th alternative
on the j-th criterion.

- Step 4: Compute the overall interval-valued fuzzy performance ratings

This step can be expressed using (44):

S̃i =
n

∑
j=1

ṽij (44)

where, S̃i is the overall interval-valued fuzzy performance rating for the ith alternative.

- Step 5: Measure the degree of utility for each alternative

Since the result obtained from the previous step is provided as an interval-valued fuzzy numbers,
the calculation process is often more complex with the overall degree of utility. Obviously, it should be
transformed into a non-fuzzy number. The degree of utility can be calculated as follow:

Q̃i =
S̃i

S̃0
(45)

Again, as the products of (45) are still interval-valued fuzzy numbers, these typically need to be
defuzzified. The defuzzification process must be initiated prior of determining the degree of utility.
There are a wide range of defuzzification methods with a variety of impacts on resultant outputs.
Therefore, it is important how to choose an appropriate defuzzification technique.

- Step 6: Rank alternatives and select the most efficient one

This step follows the similar process as the original Additive Ratio Assessment method.

4. Results: A Case Study of Well-Drilling Projects

The case study of this research includes a company active in the Iranian drilling industry,
implementing seven oil and gas well drilling projects. The locations of these projects are Iranian oil
reservoirs which have a major portion of the country’s oil production. Concerns about environmental
issues show other challenges related to such projects. Based on the opinion of the senior management,
a group of three experienced professionals in the field of Iranian oil and gas drilling industry was
established as the expert team to provide expertized views in different stages. In the first step, the initial
questionnaire obtained from Table 1 was distributed among 15 experts in Iran’s oil and gas wells
projects who were introduced by the expert team. The questionnaire consisted of two main parts:
The first part included the importance evaluation of the criteria derived from previous studies (Table 1)
based on a Likert scale. In the second part, the expert was asked to propose some measures important
in the project evaluation but not included in the first part. As the first round of survey completed,
a total of 13 criteria were confirmed by the Delphi method, while 14 new criteria were suggested by
experts. Based on these results, the second questionnaire was formulated and its results were also
analyzed as in the first stage. Finally, a list of 20 criteria was developed and categorized for evaluating
oil and gas well drilling projects using the Fuzzy Delphi method. According to the expert opinions,
these criteria were classified in six main criteria (Table 4).
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Table 4. Evaluation Criteria in Oil & Gas Well-Drilling Projects using Fuzzy Delphi method.

Criteria Code Sub-Criteria Code

Materials & Equipment A

Number of drilling rigs used A1

Type of drilling rigs A2

Quality of materials and goods used A3

Quality of drilling and support service A4

Human Resource B

Number of operational experts working on the project B1

Scientific levels of drilling specialists working in the project B2

Experience of drilling specialists working in Project (Ave.) B3

Average salaries of employees in the project (Million Rls) B4

Planning C

Type of drilled wells in terms of operational risk C1

Type of drilled wells in terms of depth C2

Type and number of fields under operation C3

Cost spent for drilling project (Billion Rls) C4

Status of cash flows in project C5

Quality D

Employer/Senior Manager Satisfaction D1

Waiting time percentage to total well drilling time D2

Number of failure reports D3

Number of accidents caused by non-compliance with safety
regulation, or environmental factors D4

Actual cost compliance percentage with planned cost D5

Number of planned wells E number of planned wells in a certain period of time E

Number of drilled wells F number of drilled wells in a certain period of time F

Next, the SWARA technique was implemented to determine weights of all criteria and sub-criteria
based on the opinion of each expert. Also, the obtained values were integrated to calculate the final
weights. Table 5 shows the results.

Table 5. Calculation of Criteria Weights for Expert #1.

Code Criterion Sj
Kj

(Kj = 1 + Sj)
Initial Weight Normalized Final Weights

D Quality 1 1 1 0.277
A Materials & Equipment 0.35 1.35 0.741 0.205
E Number of drilled wells 0.33 1.33 0.557 0.154
B Human Resource 0.11 1.11 0.502 0.139
C Planning 0.06 1.06 0.473 0.131
F Number of planned wells 0.4 1.4 0.338 0.094

As seen in Table 5, based on the first step of the SWARA method, the expert was asked to rank
the criteria in a descending order of importance. The results are displayed in the second column of
Table 5. Also, the second, third and fourth steps of the SWARA method are presented in the columns 3,
4 and 5 of Table 5, respectively. By implementing the final step of the SWARA method to normalize
the weights of criteria, the final weighting values are shown in the column 6 of Table 5. A similar
procedure was carried out for the second and third experts. Moreover, for comparative analysis of
the weights of all criteria according to expert opinions and the geometric means, the weights and
the geometric means obtained from each expert are presented in Figure 5. The same was carried out
for the sub-criteria. According to the results, the most important sub-criteria for the materials and
equipment, human resource, planning and the quality criteria are types of drilling rigs, experience
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of drilling specialists working in project, cost spent for drilling project and actual cost compliance
percentage with planned cost. Now, to determine the final weights of the sub-criteria, the weights of
one sub-criterion obtained from each expert multiplied by the weights of the criteria corresponding to
that sub-criterion. In order to aggregate expert opinions, the geometric means for the weights obtained
for each sub-criterion from three experts were calculated, shown in the last column of Table 6. Finally,
each element of the column was divided by the sum of all its elements to determine the normalized
final weight of each sub-criterion. The results are shown in the last column of Table 6.

 

Figure 5. Comparative Analysis of Criteria Weights based on Expert Opinions.

As found, some criteria such as the number of drilled wells and the sub-criteria such as the actual
cost compliance percentage with planned costs and the percentage of waiting time to total well drilling
time have been identified as the most important sub-criteria. Table 7 shows the ranking of the criteria
in terms of importance.

Now, as the weight and importance of the criteria determined, the evaluation of each alternative
in terms of all criteria was carried out by the experts using the linguistic variables in Table 2. The results
are presented in Table 8.

Then, the qualitative values were converted into quantitative values using Table 2, in order to
establish the initial decision-making tables for the three experts. Tables 9–11 provide the quantitative
values for the experts.

Next, using Equations (18)–(22), the fuzzy values in the decision matrix of three experts were
converted into fuzzy numbers with interval values, as shown in Table 12.

Table 12 presents the ideal alternative using Equations (35)–(40). In the next step using Equation (41),
the interval valued fuzzy decision matrix (Table 12) was normalized. The normalized matrix is shown in
Table 13.

Here, the weighting values obtained from the SWARA method normalized and aggregated in the
final column of Table 6 and also Equation (43) were applied to achieve the normalized decision matrix
with fuzzy intervals, as shown in Table 14.

Following the fourth step of the ARAS method and using Equation (44), the values of S, presented
as interval-valued fuzzy numbers, were calculated. To perform the fifth step of the ARAS method and
compute the Q values, we have to convert the interval-valued fuzzy numbers of S to Crisp numbers
by using Equations (23)–(26). The conversion and calculations for each alternative are displayed for
different values of λ in Table 15.

As seen, for different values of λ, Project #2 can be selected as the ideal alternative. The analytical
discussion confirms its higher score for the criteria such as the quality of materials and goods used,
scientific levels of drilling specialists working in the project, as well as the actual cost compliance
percentage with planned cost.
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5. Conclusions and Recommendations

The necessity of project performance evaluation is crucial and undeniable which helps projects
identify weaknesses and strengths as well as recognize and improve inefficiencies. Therefore several
project performance evaluation approach has been used and advanced over the years that MCDM
models is one of them. As a result, due to the complexity of the projects, and in order to achieve
a better imagination of environmental ambiguities and overcome the inherent uncertainty of the
projects, in this study, an Interval-Valued Fuzzy Additive Ratio Assessment (ARAS) Method proposed
as a novel MCDM approach for evaluating the projects. On the other hand, despite the importance and
certain position of oil and gas well drilling projects as well as its impact on the economies of countries,
no structured assessment methodology has been presented for these types of projects and research
works show the lack of literature in this field. So, the oil and gas well drilling projects selected as
a case study. Given the limited research on performance evaluation in the context of such operations,
the initial list of criteria and sub-criteria of evaluation obtained from available literature, was improved
using the Fuzzy Delphi method. In order to determine criteria weights, the importance value of each
final criterion was calculated through SWARA method based on expert opinions. As the performance
scores of projects were determined with respect to defined criteria, a set of seven Iranian oil and gas
projects were ranked by using interval-valued fuzzy ARAS method. The results revealed six general
assessment criteria for oil and gas well-drilling projects including: number of planned wells, number
of drilled wells, materials & equipment, Human resource, quality and planning. However, the third
to sixth criteria consist of several sub-criteria among which the number of drilled wells, actual cost
compliance percentage with planned costs and percentage of waiting time to total well drilling time
were defined as the most important sub-criteria. From the projects being studied, Project #2 was
defined as the best alternative due to its distinguished performance in terms of sub-criteria of type
of drilling rigs, number of operational experts working on the project, scientific levels of drilling
specialists working in the project, type of drilled wells in terms of operational risk and actual cost
compliance percentage with planned cost. Rather, Project #3 was considered as the weakest alternative.
The managerial investigation of Project #2 showed that management stability, along with the use of new
methods for employee assessment, as well as the implementation of knowledge management methods
had significant role in the success of that project, while Project #3 presented frequently-changed
management. The innovations of this study include the development of a comprehensive list of criteria
and sub-criteria in performance evaluation of oil and gas well-drilling projects by using Fuzzy Delphi,
SWARA and interval-valued fuzzy ARAS methods.

As mentioned before, there are unpredictable issues in the process of conducting research that are
one of the sources of uncertainties having been emphasized in the literature. It seems that stochastic
MADM methods which have been considered in the recent year’s literature can be used in future
researches. On the other hand, performing drilling projects is time-consuming and the evaluation of
options and the criteria weights may change over time due to changes in both the macro environment
and the preferences and the priorities of the experts. Hence, the use of the prospective MADM method
is recommended to better cover possible changes. Also, in future researches, we can use aggregate
operators to integrate experts’ opinions and hesitant fuzzy sets to further investigate the sensitive
analysis of decisions which are taken.

Finally, we assumed that identified criteria are independent from each other. Future research
can examine the existence of this dependency and in case of confirmation of the relationship between
criteria; they can use appropriate methods (Like ANP, DEMATEL and ISM).
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34. Çolak, M.; Kaya, İ. Prioritization of renewable energy alternatives by using an integrated fuzzy MCDM
model: A real case application for Turkey. Renew. Sustain. Energy Rev. 2017, 80, 840–853. [CrossRef]

35. Anagnostopoulos, K.; Doukas, H.; Psarras, J. A linguistic multicriteria analysis system combining fuzzy
sets theory, ideal and anti-ideal points for location site selection. Expert Syst. Appl. 2008, 35, 2041–2048.
[CrossRef]

36. Wang, J.; Wang, J.-Q.; Zhang, H.-Y.; Chen, X.-H. Multi-criteria decision-making based on hesitant fuzzy
linguistic term sets: An outranking approach. Knowl. Based Syst. 2015, 86, 224–236. [CrossRef]

37. Riera, J.V.; Massanet, S.; Herrera-Viedma, E.; Torrens, J. Some interesting properties of the fuzzy linguistic
model based on discrete fuzzy numbers to manage hesitant fuzzy linguistic information. Appl. Soft Comput.
2015, 36, 383–391. [CrossRef]

38. Yavuz, M.; Oztaysi, B.; Onar, S.C.; Kahraman, C. Multi-criteria evaluation of alternative-fuel vehicles via
a hierarchical hesitant fuzzy linguistic model. Expert Syst. Appl. 2015, 42, 2835–2848. [CrossRef]

39. Sanchez, M.A.; Castro, J.R.; Castillo, O.; Mendoza, O.; Rodriguez-Diaz, A.; Melin, P. Fuzzy higher type
information granules from an uncertainty measurement. Granul. Comput. 2017, 2, 95–103. [CrossRef]

40. Das, S.; Kar, S.; Pal, T. Robust decision making using intuitionistic fuzzy numbers. Granul. Comput. 2017, 2,
41–54. [CrossRef]

41. Liu, P.; Mahmood, T.; Khan, Q. Multi-Attribute Decision-Making Based on Prioritized Aggregation Operator
under Hesitant Intuitionistic Fuzzy Linguistic Environment. Symmetry 2017, 9, 270. [CrossRef]

42. Dubois, D.J. Fuzzy Sets and Systems: Theory and Applications; Academic Press: Cambridge, MA, USA, 1980;
Volume 144.

43. Feng, F.; Li, Y.; Leoreanu-Fotea, V. Application of level soft sets in decision making based on interval-valued
fuzzy soft sets. Comput. Math. Appl. 2010, 60, 1756–1767. [CrossRef]

44. Xu, Z.; Gou, X. An overview of interval-valued intuitionistic fuzzy information aggregations and applications.
Granul. Comput. 2017, 2, 13–39. [CrossRef]

45. Jiang, Y.; Xu, Z.; Shu, Y. Interval-valued intuitionistic multiplicative aggregation in group decision making.
Granul. Comput. 2017, 2, 387–407. [CrossRef]

46. Meng, S.; Liu, N.; He, Y. GIFIHIA operator and its application to the selection of cold chain logistics enterprises.
Granul. Comput. 2017, 2, 187–197. [CrossRef]

47. Wang, C.; Fu, X.; Meng, S.; He, Y. Multi-attribute decision-making based on the SPIFGIA operators.
Granul. Comput. 2017, 2, 321–331. [CrossRef]

48. Liang, D.; Xu, Z. The new extension of TOPSIS method for multiple criteria decision making with hesitant
Pythagorean fuzzy sets. Appl. Soft Comput. 2017, 60, 167–179. [CrossRef]

49. Karnik, N.N.; Mendel, J.M. Operations on type-2 fuzzy sets. Fuzzy Sets Syst. 2001, 122, 327–348. [CrossRef]

78



Symmetry 2018, 10, 45

50. Liu, P. A weighted aggregation operators multi-attribute group decision-making method based on interval-
valued trapezoidal fuzzy numbers. Expert Syst. Appl. 2011, 38, 1053–1060. [CrossRef]

51. Xu, Z.; Wang, H. Managing multi-granularity linguistic information in qualitative group decision making:
An overview. Granul. Comput. 2016, 1, 21–35. [CrossRef]

52. Zhang, H. Some interval-valued 2-tuple linguistic aggregation operators and application in multiattribute
group decision making. Appl. Math. Model. 2013, 37, 4269–4282. [CrossRef]

53. Mendel, J.M. A comparison of three approaches for estimating (synthesizing) an interval type-2 fuzzy set
model of a linguistic term for computing with words. Granul. Comput. 2016, 1, 59–69. [CrossRef]

54. Wu, J.; Chiclana, F. A social network analysis trust—Consensus based approach to group decision-making
problems with interval-valued fuzzy reciprocal preference relations. Knowl. Based Syst. 2014, 59, 97–107.
[CrossRef]

55. Reiser, R.H.S.; Bedregal, B.; Dos Reis, G. Interval-valued fuzzy coimplications and related dual interval-
valued conjugate functions. J. Comput. Syst. Sci. 2014, 80, 410–425. [CrossRef]

56. Qin, J. Interval type-2 fuzzy Hamy mean operators and their application in multiple criteria decision making.
Granul. Comput. 2017, 2, 249–269. [CrossRef]

57. Vahdani, B.; Hadipour, H.; Sadaghiani, J.S.; Amiri, M. Extension of VIKOR method based on interval-valued
fuzzy sets. Int. J. Adv. Manuf. Technol. 2010, 47, 1231–1239. [CrossRef]

58. Chatterjee, K.; Kar, S. Unified Granular-number-based AHP-VIKOR multi-criteria decision framework.
Granul. Comput. 2017, 2, 199–221. [CrossRef]

59. Ashtiani, B.; Haghighirad, F.; Makui, A.; ali Montazer, G. Extension of fuzzy TOPSIS method based on
interval-valued fuzzy sets. Appl. Soft Comput. 2009, 9, 457–461. [CrossRef]

60. Liu, P.; You, X. Probabilistic linguistic TODIM approach for multiple attribute decision-making. Granul. Comput.
2017, 2, 333–342. [CrossRef]

61. Campeol, G.; Carollo, S.; Masotto, N. Infrastructural projects and territorial development in Veneto Dolomites:
Evaluation of performances through AHP. Procedia Soc. Behav. Sci. 2016, 223, 468–474. [CrossRef]

62. Osmundsen, P.; Sørenes, T.; Toft, A. Offshore oil service contracts new incentive schemes to promote drilling
efficiency. J. Pet. Sci. Eng. 2010, 72, 220–228. [CrossRef]

63. Liu, J.; Li, Q.; Wang, Y. Risk analysis in ultra deep scientific drilling project—A fuzzy synthetic evaluation
approach. Int. J. Proj. Manag. 2013, 31, 449–458. [CrossRef]

64. Ngacho, C.; Das, D. A performance evaluation framework of development projects: An empirical study of
constituency development fund (CDF) construction projects in Kenya. Int. J. Proj. Manag. 2014, 32, 492–507.
[CrossRef]

65. Bassioni, H.A.; Price, A.D.F.; Hassan, T.M. Performance measurement in construction. J. Manag. Eng. 2004, 20,
42–50. [CrossRef]

66. Hare, B.; Cameron, I.; Roy Duff, A. Exploring the integration of health and safety with pre-construction
planning. Eng. Constr. Archit. Manag. 2006, 13, 438–450. [CrossRef]

67. Haslam, R.A.; Hide, S.A.; Gibb, A.G.F.; Gyi, D.E.; Pavitt, T.; Atkinson, S.; Duff, A.R. Contributing factors in
construction accidents. Appl. Ergon. 2005, 36, 401–415. [CrossRef] [PubMed]

68. Ortega, I. Systematic prevention of construction failures: An overview. Technol. Law Insur. 2000, 5, 15–22.
[CrossRef]

69. Tabish, S.Z.S.; Jha, K.N. Analyses and evaluation of irregularities in public procurement in India. Constr.
Manag. Econ. 2011, 29, 261–274. [CrossRef]

70. Eriksson, P.E.; Westerberg, M. Effects of cooperative procurement procedures on construction project
performance: A conceptual framework. Int. J. Proj. Manag. 2011, 29, 197–208. [CrossRef]

71. Ali, A.S.; Rahmat, I. The performance measurement of construction projects managed by ISO-certified
contractors in Malaysia. J. Retail Leis. Prop. 2010, 9, 25–35. [CrossRef]

72. Chan, A.P.C. Key performance indicators for measuring construction success. Benchmarking 2004, 11, 203–221.
[CrossRef]

73. Fuentes, R.; Fuster, B.; Lillo-Bañuls, A. A three-stage DEA model to evaluate learning-teaching technical
efficiency: Key performance indicators and contextual variables. Expert Syst. Appl. 2016, 48, 89–99. [CrossRef]

74. Tone, K.; Tsutsui, M. Network DEA: A slacks-based measure approach. Eur. J. Oper. Res. 2009, 197, 243–252.
[CrossRef]

79



Symmetry 2018, 10, 45

75. Li, K.; Lin, B. Impact of energy conservation policies on the green productivity in China’s manufacturing
sector: Evidence from a three-stage DEA model. Appl. Energy 2016, 168, 351–363. [CrossRef]

76. Oral, M.; Oukil, A.; Malouin, J.-L.; Kettani, O. The appreciative democratic voice of DEA: A case of faculty
academic performance evaluation. Socio Econ. Plan. Sci. 2014, 48, 20–28. [CrossRef]

77. Tongzon, J. Efficiency measurement of selected Australian and other international ports using data
envelopment analysis. Transp. Res. Part A Policy Pract. 2001, 35, 107–122. [CrossRef]

78. Menkhoff, L.; Schmidt, U.; Brozynski, T. The impact of experience on risk taking, overconfidence, and
herding of fund managers: Complementary survey evidence. Eur. Econ. Rev. 2006, 50, 1753–1766. [CrossRef]

79. Schmidt, F.L.; Hunter, J.E.; Outerbridge, A.N. Impact of job experience and ability on job knowledge, work
sample performance, and supervisory ratings of job performance. J. Appl. Psychol. 1986, 71, 432–439. [CrossRef]

80. Paquin, J.-P.; Gauthier, C.; Morin, P.-P. The downside risk of project portfolios: The impact of capital
investment projects and the value of project efficiency and project risk management programmes. Int. J.
Proj. Manag. 2016, 34, 1460–1470. [CrossRef]

81. Jankowski, J.E. Do we need a price index for industrial R&D? Res. Policy 1993, 22, 195–205.
82. McGrath, M. The R&D effectiveness index: A metric for product development performance. J. Prod.

Innov. Manag. 1994, 11, 213–220.
83. Meredith, J. Alternative research paradigms in operations. J. Oper. Manag. 1989, 8, 297–326. [CrossRef]
84. Kardaras, D.K.; Karakostas, B.; Mamakou, X.J. Content presentation personalisation and media adaptation

in tourism web sites using fuzzy Delphi method and fuzzy cognitive maps. Expert Syst. Appl. 2013, 40,
2331–2342. [CrossRef]

85. Okoli, C.; Pawlowski, S.D. The Delphi method as a research tool: An example, design considerations and
applications. Inf. Manag. 2004, 42, 15–29. [CrossRef]

86. Kuo, Y.-F.; Chen, P.-C. Constructing performance appraisal indicators for mobility of the service industries
using fuzzy Delphi method. Expert Syst. Appl. 2008, 35, 1930–1939. [CrossRef]

87. Murray, T.J.; Pipino, L.L.; van Gigch, J.P. A pilot study of fuzzy set modification of Delphi. Hum. Syst. Manag.
1985, 5, 76–80.

88. Hsu, T.; Yang, T. Application of fuzzy analytic hierarchy process in the selection of advertising media.
J. Manag. Syst. 2000, 7, 19–39.

89. Tzeng, G.H.; Teng, J.Y. Transportation investment project selection with fuzzy multiobjectives. Transp. Plan.
Technol. 1993, 17, 91–112. [CrossRef]

90. Hashemkhani Zolfani, S.; Aghdaie, M.H.; Derakhti, A.; Zavadskas, E.K.; Morshed Varzandeh, M.H. Decision
making on business issues with foresight perspective; an application of new hybrid MCDM model in
shopping mall locating. Expert Syst. Appl. 2013, 40, 7111–7121. [CrossRef]

91. Keršuliene, V.; Zavadskas, E.K.; Turskis, Z. Selection of rational dispute resolution method by applying new
step-wise weight assessment ratio analysis (Swara). J. Bus. Econ. Manag. 2010, 11, 243–258. [CrossRef]

92. Dehnavi, A.; Aghdam, I.N.; Pradhan, B.; Morshed Varzandeh, M.H. A new hybrid model using Step-Wise
Weight Assessment Ratio Analysis (SWARA) technique and Adaptive Neuro-Fuzzy Inference System
(ANFIS) for regional landslide hazard assessment in Iran. CATENA 2015, 135, 122–148. [CrossRef]

93. Hashemkhani Zolfani, S.; Bahrami, M. Investment prioritizing in high tech industries based on
SWARA-COPRAS approach. Technol. Econ. Dev. Econ. 2014, 20, 534–553. [CrossRef]

94. Chen, S.-J.; Chen, S.-M. Fuzzy risk analysis based on similarity measures of generalized fuzzy numbers.
IEEE Trans. Fuzzy Syst. 2003, 11, 45–56. [CrossRef]

95. Yao, J.-S.; Lin, F.-T. Constructing a fuzzy flow-shop sequencing model based on statistical data. Int. J.
Approx. Reason. 2002, 29, 215–234. [CrossRef]

96. Chen, S.-J.; Chen, S.-M. Fuzzy risk analysis based on measures of similarity between interval-valued fuzzy
numbers. Comput. Math. Appl. 2008, 55, 1670–1685. [CrossRef]

97. Chen, C.-T. Extensions of the TOPSIS for group decision-making under fuzzy environment. Fuzzy Sets Syst.
2000, 114, 1–9. [CrossRef]

98. Mahdavi, I.; Mahdavi-Amiri, N.; Heidarzade, A.; Nourifar, R. Designing a model of fuzzy TOPSIS in multiple
criteria decision making. Appl. Math. Comput. 2008, 206, 607–617. [CrossRef]

99. Wang, Y.-M.; Elhag, T.M. Fuzzy TOPSIS method based on alpha level sets with an application to bridge risk
assessment. Expert Syst. Appl. 2006, 31, 309–319. [CrossRef]

80



Symmetry 2018, 10, 45

100. Wei, S.-H.; Chen, S.-M. Fuzzy risk analysis based on interval-valued fuzzy numbers. Expert Syst. Appl.
2009, 36, 2285–2299. [CrossRef]

101. Tupenaite, L.; Zavadskas, E.K.; Kaklauskas, A.; Turskis, Z.; Seniut, M. Multiple criteria assessment of
alternatives for built and human environment renovation. J. Civ. Eng. Manag. 2010, 16, 257–266. [CrossRef]

102. Zavadskas, E.K.; Turskis, Z. A new additive ratio assessment (ARAS) method in multicriteria
decision-making. Technol. Econ. Dev. Econ. 2010, 16, 159–172. [CrossRef]

103. Zavadskas, E.; Turskis, Z.; Vilutiene, T. Multiple criteria analysis of foundation instalment alternatives by
applying Additive Ratio Assessment (ARAS) method. Arch. Civ. Mech. Eng. 2010, 10, 123–141. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

81



symmetryS S

Article

A Model for Shovel Capital Cost Estimation, Using a
Hybrid Model of Multivariate Regression and
Neural Networks

Abdolreza Yazdani-Chamzini 1 ID , Edmundas Kazimieras Zavadskas 2,3 ID ,

Jurgita Antucheviciene 2,* ID and Romualdas Bausys 4

1 Young Researchers and Elite Club, South Tehran Branch, Islamic Azad University, 14115/344 Tehran, Iran;
abdalrezaych@gmail.com

2 Department of Construction Management and Real Estate, Vilnius Gediminas Technical University,
Sauletekio al. 11, 10223 Vilnius, Lithuania; edmundas.zavadskas@vgtu.lt

3 Institute of Sustainable Construction, Vilnius Gediminas Technical University, Sauletekio al. 11,
10223 Vilnius, Lithuania

4 Department of Graphical Systems, Vilnius Gediminas Technical University, Sauletekio al. 11, 10223 Vilnius,
Lithuania; romualdas.bausys@vgtu.lt

* Correspondence: jurgita.antucheviciene@vgtu.lt; Tel.: +370-5-274-5232

Received: 27 October 2017; Accepted: 29 November 2017; Published: 1 December 2017

Abstract: Cost estimation is an essential issue in feasibility studies in civil engineering. Many different
methods can be applied to modelling costs. These methods can be divided into several main groups:
(1) artificial intelligence, (2) statistical methods, and (3) analytical methods. In this paper, the
multivariate regression (MVR) method, which is one of the most popular linear models, and the
artificial neural network (ANN) method, which is widely applied to solving different prediction
problems with a high degree of accuracy, have been combined to provide a cost estimate model
for a shovel machine. This hybrid methodology is proposed, taking the advantages of MVR and
ANN models in linear and nonlinear modelling, respectively. In the proposed model, the unique
advantages of the MVR model in linear modelling are used first to recognize the existing linear
structure in data, and, then, the ANN for determining nonlinear patterns in preprocessed data
is applied. The results with three indices indicate that the proposed model is efficient and capable of
increasing the prediction accuracy.

Keywords: cost estimation; shovel machine; neural network; multivariate regression; hybrid model

1. Introduction

Earthmoving and loading/unloading works are essential parts of construction processes.
They require the use of heavy equipment. In spite of the fact that energy use and emissions are
critical when selecting the equipment [1], the cost is usually a crucial factor in the industry. In mining,
loading is one of the most important operations, influencing mine preparation, design, and production.
This activity has a significant share of the capital and operational expenditures. In the process of mine
planning, the loading system mainly determines what other pieces of equipment and what mode of
operation will be used, and it is a key to low-cost production [2]. A shovel machine, which is a tool for
digging, lifting, and moving bulk materials, is the most common piece of equipment that is used to
load rock material in surface mines. A shovel is a machine capable of handling hard, dense, abrasive,
as well as highly fragmented ground, which can accurately spot for loading into dump trucks, rail
cars, loading hoppers, etc. [2]. Shovels are usually grouped into four classes [3]:
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• small shovels (0.5–2 m3 bucket size);
• medium shovels (2–5 m3 bucket size);
• large-size shovels (5–25 m3 bucket size);
• very large-size shovels (with a bucket larger than 25 m3).

The selection of the best shovel among a pool of the existing alternatives based on the considered
criteria can be performed applying the feasibility studies, which should be conducted to analyse the
involved different technical, economic, and operational aspects. The most frequent technological
parameters of shovels operations are analysed in the literature. As an example that is related to
mathematical simulation a study presenting automated designing of swing circuit for a hydraulic
shovel [4] can be mentioned. The effectiveness of mining equipment, namely trucks and shovel,
regarding its useful employment without time losses were analysed [5]. For the considered equipment
selection problem, the mentioned numerous aspects of different nature can be effectively investigated
by using a multiple criteria decision making (MCDM) tool. MCDM methodology allows for combining
several important issues (criteria), also estimate the relative importance of the analysed criteria, as well
as to compare potential alternative equipment and to select the best suited in the analysed situation [6].

Besides equipment selection that is based on technical requirements, the production rate and
cost-benefit analysis make the main parts of the feasibility studies. Cost estimation with various
purposes takes a significant place at different stages and processes in mining and related industries.
During the planning stage, machine specifications, like technical and operating features, and,
accordingly, the costs are not available in in the mineral fields, unlike other areas [7,8]. Therefore,
developing an up-to-date model with sufficient accuracy is essential. There is a number of models
for estimating mineral industry costs, such as the cost estimation to small underground mines [9],
the evaluation of mining equipment, as well as mineral processing equipment costs and other capital
expenditures that are related to mining and processing operations [10,11], as well as cost estimation that
is adapted for the peculiarities of the Australian mining industry [12], the system of cost estimation in
mining of metallic, as well as nonmetallic minerals in two countries, comprising Canada and the United
States [13], a cost model for preliminary feasibility study and a different cost model for a detailed
feasibility study, including exponential regression and multivariable linear regression, implemented in
Iranian deposit of copper [14], a case study of South Africa for calculation of capital costs for setting up
a coal mine [15], and Hard-rock LHD cost estimation [7]. A methodology of evaluation of ore bodies
and a guide for practical application was suggested [16–19].

An individual question of feasibility evaluations applying simplified cost models was
analysed [20]. A guide for the mining sector, including mining and energy valuation, and being
focused on Australian investors and managers [21], was prepared. Also, energy costs of equipment as
a significant part of costs in mining activity were evaluated, including not only processing costs but
also transportation and exploitation costs of machinery [22].

The models mentioned above often take into account only one parameter as an independent
variable, while the constructed models are merely based on the regression analysis. Therefore, it is
essential to develop a more accurate and efficient model for cost estimation of equipment.

The different techniques can be applied for the optimization problems. During the last decade,
significant research has been performed on fuzzy logic control of the nonlinear systems [23,24].
Another direction of the optimization techniques is artificial neural networks.

The Artificial Neural Network (ANN), which is one of the artificial intelligence methods, as well
as multivariate regression (as one of the statistical models), are powerful tools for pattern recognition
and modelling. These two methods are used by various researchers.

An ANN-based model for estimating distillation process, using the Levenberg–Marquardt
approach is developed by Singh et al. [25]. Yamamura [26] predicted pharmacokinetic parameters by an
ANN modelling. An ANN prediction model for determining the failure depth of coal seam floors was
developed by Lian-guo et al. [27]. They compared calculation results with the real case study and stated
that the predicted results by applying the suggested model agreed well with practical measurements.
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An ANN model for an industrial gas turbine was developed by Fast et al. [28]. They used the
operational data with a multilayer feed-forward network to construct an ANN model. Analysing the
results, they made a conclusion that some of the functional and performance parameters of the gas
turbine, including a critical parameter of identification of the anti-icing mode, can be accurately
predicted in a changing modelling environment. Lee et al. [29] suggested a way to improve the
reliability of the Bridge Management System, using the ANN-based Backwards Prediction Model.

Jalali-Heravi et al. [30] developed the shuffling multivariate adaptive regression splines and
the adaptive neuro-fuzzy inference system as tools for studying a quantitative structure-activity
relationship (QSAR) of severe acute respiratory syndrome (SARS) inhibitors.

Verlinden et al. [31] presented a case study and estimated the cost of sheet metal parts, using
a combination of multiple regression and artificial neural networks. Mesroghli et al. [32] used the
regression and artificial neural networks for estimating gross calorific value based on coal analysis.
Sahoo et al. [33] developed the models for predicting stream water temperature, using three techniques,
namely the regression analysis, an artificial neural network, and also combining them with chaotic
non-linear dynamic models. Therefore, it is clear that the ANN and regression have demonstrated
their capabilities of modelling engineering practice problems.

An application of neural networks for improving the weighting precision, having the aim to
optimise loading of trucks, as well as production efficiency of electric shovels, was presented by
Gu et al. [34]. The combination with fuzzy logic was suggested to decrease uncertainties in the process.

During the recent years, the different aspects of civil engineering problems have been considered
when applying artificial neural networks (ANNs). Suspended-dome model updating was performed
by back propagation network approach to evaluate the discrepancy between actual structure and the
corresponding numerical approximation [35]. The ANN approach was applied for the estimation of the
axial bearing capacity of the rectangular concrete-filled tubular columns [36]. A stochastic conceptual
cost evaluation of the highway projects is performed by generating an empirical distribution of
the estimated cost range, without additional initial assumptions [37]. This empirical distribution is
constructed applying ANN techniques and bootstrap sampling. The application of ANN techniques
was implemented to study construction labour productivity [38]. Additionally, the different ANN
activation and transfer functions are applied to estimate the most influencing factors to model
construction labour productivity. The parameter sensitivity analysis for civil engineering problems was
performed implementing ANN algorithms [39]. This paper dealt with parameter sensitivity analysis
paradigm, in which the essential element is neural network ensemble.

Usually, structural health monitoring of the engineering systems is governed by fixed or
hand-crafted features, and this fact significantly reduces the reliability of such monitoring systems.
The proposed structural damage detection system, which was constructed by implementing
one-dimensional (1D) convolutional neural networks, allows for extracting damage-sensitive features
from raw acceleration information [40].

The prediction problem of the capacity characteristics of the pile structures has been modelled
implementing ANN and principal component analysis [41]. The issue of the claim management in
the construction projects was solved applying neural network approach [42]. The proposed approach
allows for not only classifying and ranking emerging claims, but also to predict the claim frequency in
the construction projects.

The integration of two different information flows: spatial planning of buildings and territorial
planning system, was performed while applying ANN technique [43]. The evaluation of the uncertainty
influence to the estimated cost of the construction projects was carried out implementing different
models for the training and evaluating phases [44]. For training phase, fuzzy adaptive learning control
network and the fast, messy genetic algorithm were applied. For evaluating phase, component ratios,
regression, and multi-factor evaluation sub-models are accomplished.

In this paper, multivariate regression and ANN models are employed to construct a hybrid model
to yield a more accurate and precise model than traditional multivariate regression and ANN models.
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In the proposed approach, a model is considered as a function of linear and nonlinear components,
so that the multivariate regression model is first employed to recognise the existing linear pattern
in data. Then, the ANN is applied as a nonlinear function to model the preprocessed data. Finally, the
main performance criteria of the model are calculated, including the coefficient of determination (R2),
Normalized Mean Square Error (NMSE), and Mean Absolute Percentage Error (MAPE), and the best
model is identified according to calculation results.

2. A Multivariate Regression Model

The method of multivariate regression (MVR) is used to determine the relationships between
independent and dependent variables. It might also be used for analysing the data or generating
a model [45]. In statistical analysis, the mathematical form of an MVR model is determined by the
following equation:

Y = Xβ + ε (1)

where ε addresses the N × 1 vector of observations for the disturbance term, X represents the N × k
matrix of observations of the k-independent variables, β expresses the k × 1 vector of parameters, and
Y denotes the N × 1 vector of observations of the dependent variable.

The best prediction of Y (the variable Y regressed on X), based on basic assumptions of the linear

model, is denoted as
�
Y , and can be obtained by the following equation:

�
Y = X(XTX)

−1
XT , (2)

where Y is the shovel capital cost (CC), and X = (1, BC, BL, W, HP) is a set of independent variables
defined, respectively, as a constant term, bucket capacity (BC), boom length (BL), weight (W), and
horsepower (HP). Thus, the model is expressed by

CC = b1 + b2BC + b3BL + b4W + b5HP + e, (3)

where b1 is a constant term; b2, b3, b4, and b5 are the regression coefficients; and, e is an error term.

3. An Artificial Neural Network

The ANN technique, a branch of artificial intelligence methods, is a reliable and useful
tool for the formulation of linear and non-linear patterns. Bourquin et al. [46] revealed that an
ANN methodology shows a clear superiority as a modelling technique, in comparison to classical
methods, for data sets showing non-linear relationships, and this is for both data fitting and
prediction abilities. This technique is widely used for many scientific and engineering problems, such as
data processing, classification, and pattern recognition. The ANN technique has some unique features,
distinguishing it from other data processing systems. This technique, even when partly damaged,
can work successfully. This method can also be used for parallel processing, generalisation, and
demonstrates low vulnerability to errors in the dataset [47]. An ANN model employs the mechanism
that is applied in the human brain to extract the patterns and behaviours of data [48].

The ANN technique has been developed based on the structure of biological neural networks,
where neurons are the backbone of the structure. The inspiration for an artificial neuron arises from a
biological neuron; so that, an artificial neuron can send signals to other neurons. Then, it collects these
signals, and when fired, it transmits a signal to all of the connected neurons [49]. Figure 1 graphically
shows a typical artificial neuron.

From Figure 1, the transfer function is shown by f ; the activation threshold of the neuron j is
determined by θj; the connection weight between the ith and jth neurons is assigned by wij; the input
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signal of n other neurons to a neuron j is determined by xi (I = 1, 2, . . . , n); and, the output of the
neuron j is assigned by yj, which can be mathematically computed by Equation (4):

yi = f

(
n

∑
i=1

wijxi − θj

)
, (4)

where f usually presents hyperbolic tangent sigmoid and linear transfer functions.
A typical neural network comprises three primary layers, including input, intermediate,

and output layers. Based on the basic concepts of machine learning, the number of hidden
(intermediate) layers does not have a theoretical limit [50]. A typical ANN structure is depicted
in Figure 2.

A multilayer feedforward perceptron (MLP), based on a backpropagation learning function, is
applied for the estimation of the shovel capital cost. In the process of formulation, the model output
with the actual output is compared to adjust the coefficients. An ANN model follows a five-step
procedure to obtain a relationship between input(s) and output(s). Firstly, the training dataset, a vector
of input–output, is randomly selected. Secondly, the network structure is constructed. Next, the model
output vector is calculated for the input vector. Then, by using the model performance measure,
connection weights are adjusted. Finally, the process of improving the weights is continued in order to
satisfy the model performance.

Figure 1. A model for an artificial neuron.

Figure 2. Architecture of a typical artificial neural networks (ANN).
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4. The Hybrid Methodology

Both ANN and MVR models have earned success in modelling nonlinear and linear patterns,
respectively. However, none of them is a universal model, which is appropriate to all situations.
The MVR model ignores the complex nonlinear patterns that are involved in data. On the other hand,
using an ANN model for the formulation of a linear problem can lead to mixed results [51]. Since it
is impossible to recognise the behaviour of the data correctly, a combined approach, based on both
nonlinear and linear formulating proficiency, is a robust plan in modelling a complicated issue [52].

In this study, a new hybrid model is proposed, in which the MVR model and ANNs are integrated
to acquire a robust and efficient method for cost estimation of shovel machines. Since the MVR is a
linear approach that is unable to recognise nonlinear patterns in data, the ANN is applied to model
the residuals and to acquire the nonlinear behaviour, while the result of the ANN is added to the
final output. Therefore, the MVR model will be responsible for the linear model, while the ANN will
be responsible for the nonlinear part. A diagram of the model can be schematically seen in Figure 3.

Having this in mind, we assume that the shovel costs are classed as the nonlinear and linear parts:

Yt = Lt + NLt (5)

where NLt and Lt indicate the nonlinear and linear components, respectively. Therefore, the main idea
is to employ, in the first place, the MVR model, and, next, to apply the ANN to formulate the residuals
of the linear structure. A schematic diagram of the proposed model is shown in Figure 3.

Figure 3. The approach used in the research.

Since the MVR model cannot approximate the nonlinear patterns that are involved in the dataset,
then the residuals of the linear pattern may comprise nonlinear behaviour, which cannot be captured by
a linear pattern. The combination model includes the exceptional advantages of both MVR and ANN
models, allowing it to recognise various patterns. Therefore, it is profitable to separately formulate
nonlinear and linear patterns by employing multiple patterns and, then, to integrate the results for
improving the outcomes and model efficiency.
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5. Model Performance

The model output can be analysed with comparing the assessed values and the real ones for
generalising the developed formula to the unidentified output. This paper uses three performance
measures, including Normalized Mean Square Error (NMSE), the coefficient of determination
(R2), and Mean Absolute Percentage Error (MAPE), to analyse the performance of each equation.
These indicators can be calculated by as follows:

R2 = 1 − ∑N
i=1 (Ai − Pi)

2

∑N
i=1 (Ai − Ai)

2 , (6)

NMSE =
∑N

i=1 (Ai − Pi)
2

∑N
i=1 (Ai − Ai)

2 , (7)

MAPE =
1
n

n

∑
i=1

∣∣∣∣Pi − Ai
Ai

∣∣∣∣× 100, (8)

where Pi denotes the predicted values, Ai denotes the observed values, N is the number of the datasets,
and Ai is the average of the observed set.

R2 shows to what extent the independent variable(s) can explain the variability in the
dependent variable. R2 belongs to the closed interval zero and one and can only take a positive
value [53]. The value of close to zero for R2 shows a poor fit of the predictive model, while the value of
close one to presents a good fit. The R2 value of 0.9 and higher is considered to be very satisfactory,
while the values of 0.8–0.9 represent a relatively acceptable formula, and those below 0.8 are taken into
account to be unacceptable [54].

Mean absolute percentage error is an unbiased statistic that is used for calculating the
differentiation between the predicted and observed values. The mean absolute percentage error
contains positive numbers without having an upper bound [55,56]. The normalized mean square error
presents non-negative numbers, which can be any numbers between zero and one, while the value
of 0 means that the model is ideal and the value of one denotes that the constructed model is non-ideal.

6. The Data

Thirty different sizes of various shovel types (14 cable and 16 hydraulic machines) have been
considered, and a data set of technical and economic information that is obtained from the USA
equipment manufacturers, mining companies and projects has been formed [57]. The costs were
based on the US dollar in 2007. The data in the set are classified by the machine types (cable or
hydraulic). The capital cost items include bucket capacity (cubic yard), boom length (ft), weight (Ibs),
and horsepower (HP). Table 1 shows some statistical information on the data applied to each variable.

Table 1. Data distribution.

Machine
Type

Operator
Bucket

Capacity (BC)
Boom

Length (BL)
Weight (W)

Horsepower
(HP)

Capital Cost
(CC)

Cable

Min 7 35 556,000 685 2,800,000
Max 80 64 4,500,000 7000 17,900,000

Mean 31.29 50.57 1,517,071 2923.85 7,871,429
Standard deviation 21.27 9.04 1,084,127.97 1989.71 4,443,392.42

Hydraulic

Min 3 15.4 95,900 250 605,000
Max 44 39.3 1,399,000 3000 6,900,000

Mean 12.74 28.74 385,318.8 873.56 2,068,313
Standard deviation 9.97 6.96 334,189.25 700.14 1,781,125.17
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7. The Implementation of the Proposed Model

The 22 data items were randomly used to formulate the model, and, then, other items of the data
set were selected to evaluate the performance of the model. First, by using the MVR model, the linear
pattern in the data was extracted as

CC = 1,287,582.06 × D + 129,953.24 × BC + 44,841.31 × BL + 0.12 × W + 438.241 × HP − 1324,659.59 (9)

Then, the residuals of the MVR model were entered into the neural network as an input.
Training minimises the error between the network output and the target output by repeatedly changing
the values of the ANN’s connection weights according to a predetermined algorithm [58].

Different algorithms are developed to model a complex structure that is involved in the dataset.
Feed forward back propagation method is the most efficient technique for obtaining good results [59].
In this paper, the selected network was based on feedforward backpropagation (as seen in Figure 2).
A backpropagation network is a multilinear perceptron that is constructed by three main layers (i) one
layer for connecting independent variables to the formulating system by using nodes, namely input
layer; (ii) one or more layers for capturing the patterns involved in data by using nodes, namely
intermediate layer(s); and (iii) one layer for connecting dependent variables to the formulating system
with nodes, namely output layer [60].

Moreover, the training process of the network is fulfilled by utilizing the triangular function,
employing the backpropagation algorithm by adjusting the value of weights and bias concerning
gradient descent with the momentum, under Matlab software environment.

The optimum network architecture was constructed while comparing various network
architectures concerning the ANNs performance. The best-fitted network, which presents the best
prediction accuracy with the test data, is composed of one input, four hidden, and one output
neurons (N1−4−1). The correlation between the actual values and the output of the proposed model for
testing data is presented in Figure 4.

 

Figure 4. The correlation for shovel cost based on the proposed model.

8. The Comparison of the Developed Model with Other Models

In this section, the predictive capabilities of the proposed model are compared with those of
the MVR and ANN models. The ANN model was built with the selected variables that were found
through the MVR model and trained with the Levenberg-Marquardt algorithm. The neural network
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model used is composed of five input, eight hidden, and one output neurons (N5−8−1). The results of
different models used for testing data are presented in Table 2.

Table 2. The comparison of different models.

Case Actual MVR ANN Proposed Model

1 680,000 120,755.6 815,732.3 716,660.3
2 1,263,000 120,2621 1,299,821 1,115,828
3 1,850,000 2,338,051 2,145,405 2,293,947
4 4,400,000 3,903,419 5,124,051 3,802,985
5 3,200,000 3,528,523 3,719,688 3,470,780
6 8,500,000 7,865,014 9,298,305 8,150,003
7 3,100,000 3,431,278 4,803,671 3,378,503
8 17,900,000 16,661,424 18,551,802 17,801,455

The performance measures of the proposed and other models for testing a data set are presented
in Table 3. It can be seen that the NMSE value for the proposed model is 0.0035, which is smaller than
those obtained by using MVR and ANN, making 0.0059 and 0.0076, respectively.

Table 3. Performance measures of the proposed model and other models for testing data.

Model R2 NMSE MAPE

Proposed model 0.9965 0.0035 9.59%
ANN 0.9924 0.0076 17.44%
MVR 0.9941 0.0059 20%

The MAPE value for the proposed model is 9.59%, which is also dramatically smaller than
those obtained by ANN and MVR, and making 17.44% and 20%, respectively. The R2 value for the
proposed model is 0.9965, which is bigger than those that are yielded by MVR and ANN and making
0.9941 and 0.9924, respectively. The experimental results presented in Table 2 show that the hybrid
models are more accurate. This conclusion can be derived because the hybrid models integrate linear
and nonlinear information for predicting, while the individual model uses only linear or nonlinear
information for modeling.

The comparison of the actual values and the values that are predicted by using ANN, MVR, and
the hybrid models is presented in Figure 5. It can be seen from the graphs that the estimates that are
yielded by the ANN, MVR, and the hybrid models closely follow the actual values. It can also be seen
that the predicting ability of ANFIS outperforms that of other models.

 

Figure 5. The comparison of cost estimation models.
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The obtained result is also in good agreement with the previous studies [8], which state that, in
most cases, the accuracy of the estimation by hybrid procedures would be better than that for pure
statistical methods due to the essential property of costs, which are cumulative. To facilitate the cost
estimation, it is also possible to apply convex optimization algorithms [61,62] and to compare the
results in future works.

9. Sensitivity Analysis

Sensitivity analysis is a useful tool for determining the relationship between the considered
parameters [63]. The most sensitive factors affecting the shovel capital cost is analysed by the cosine
amplitude method (CAM). This method is a useful tool for performing sensitivity analysis.

Based on the concepts of the CAM method, the sensitivity for each independent component can
be determined through establishing the degree of the relationship (rij) between the shovel capital
cost and the considered independent component [56]. The larger the value of CAM, the higher its
impact on the capital cost. If the shovel capital cost is not related to the independent variable, then,
the CAM value is zero. The independent variable plays a positive role the shovel capital cost where
the CAM value is non-negative and plays a negative role in the shovel capital cost where the CAM
value is non-positive.

Let n be the number of independent variables represented as an array X = {x1, x2, . . . , xn}, while
each of its elements, xi, in the data array X, is itself a vector of length m, and can be expressed as:

Xi = {xi1, xi2, xi3, . . . , xim}, (10)

Thus, each of the data pairs can be viewed as a point in m dimensional space, where each point
requires m coordinates for a complete description [64]. Each element of the relation, rij, results from a
pairwise comparison of two data samples. The strength of the relationship between the data samples,
xi and xj, is given by the membership value, expressing this strength:

rij =
∑m

k=1 xikxjk√
∑m

k=1 X2
ik∑m

k=1 X2
jk

, 0 ≤ rij ≤ 1. (11)

The strength of the relations (rij values) between the shovel capital cost and input parameters is
shown in Figure 6. As shown in Figure 6, the most effective parameters of the capital cost of hydraulic
and cable shovels are horsepower, bucket capacity, and weight, respectively.

 

0.986

0.895

0.983
0.99

0.840

0.860

0.880

0.900

0.920

0.940

0.960

0.980

1.000

BC BL W HP

Figure 6. Sensitivity analysis of input parameters.
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10. Conclusions

Despite the fact that there are many different prediction models, the improvement of prediction
accuracy is still an acute problem that is facing decision makers in many areas. Multivariable regression
(MVR) models are among the most popular linear models in predicting. Although various techniques
have been widely used with the aim of constructing more accurate models, they cannot recognise
nonlinear patterns in the existing data. On the other hand, artificial neural networks (ANNs) are
well-known as the useful tools for pattern recognition, clustering, and, mainly, prediction with a high
degree of accuracy, but it is hardly reasonable to use the ANNs blindly to model linear problems.
The hybrid methods, which decompose a problem into its linear and nonlinear constituent parts, refer
to the most efficient models.

In this paper, the hybridisation of the MVR and ANN models is proposed to overcome their
limitations mentioned above and to yield a more accurate predictive model that is generated by
individual methods. In the proposed model, the unique capability of the MVR model has been utilised
in linear modelling to recognise the existing linear structure in data, and, then, an ANN is applied
to model the nonlinear forms, using the preprocessed data. The results obtained demonstrate that
the proposed model is superior to the individual models regarding three indices, and can yield more
accurate data. Moreover, MVR provides the excellent initial approximation of the error due to nonlinear
part as the initial data of the ANN. Therefore, this fact enables the reduction computation time of
the ANN.

It should be noted that the proposed methodology could be only employed for complex systems.
Therefore, it is appropriate for a dataset with at least one nonlinear pattern that is involved
in information.
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Abstract: Flexibility of manufacturing systems is an essential factor in maintaining the
competitiveness of industrial production. Flexibility can be defined in several ways and according
to several factors, but in order to obtain adequate results in implementing a flexible manufacturing
system able to compete on the market, a high level of autonomy (free of human intervention) of the
manufacturing system must be achieved. There are many factors that can disturb the production
process and reduce the autonomy of the system, because of the need of human intervention to
overcome these disturbances. One of these factors is tool wear. The aim of this paper is to present an
experimental study on the possibility to determine the state of tool wear in a flexible manufacturing
cell environment, using image acquisition and processing methods.

Keywords: image processing; flexible manufacturing; tool-flank-wear monitoring; artificial neural
networks

1. Introduction

The assessment of tool wear is of major importance in a manufacturing system that aims for
higher automation and flexibility. The automatic tool readjustment (ATR) function implemented in
flexible manufacturing systems (FMSs) prepares a new set of tools in the storage unit of the automatic
tool changer (ATC) of the machine. The basic implementation of the ATR function in a FMS is based on
a tool list. Each individual machine in the FMS transfers the tool list of its ATC magazine to a central
control system; the system also has a list of workpieces to be manufactured that includes a tool list
needed for each workpiece to be manufactured. The goal of the ATR is to transfer the required tools
to the ATC in “hidden time”, meaning that the machine is still working while the tools for the new
task are transferred, so the machine will have all the tools needed for each workpiece. Although the
implementation of the ATR function significantly decreases the down time of the machines as a result of
tool replacement in the ATC magazine, it has no effect in case of tool-life management (TLM). In order
to manage the tool life with the ATR function, the system must monitor the tool wear and, on the basis
of the standard life-time of the tools, include the tool determined to be close to its usage life in the
ATR list of tools that need replacement. This system can improve the autonomy of the manufacturing
system and the quality of the pieces. This kind of TLM, although bringing a significant improvement,
has its own disadvantages. The efficiency of the system strongly depends on the precision of the
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tool-life calculation. Depending on the true situation of cutting conditions (tool-material quality and its
accordance with the standard, exact composition and homogeneity of the part material, and efficiency
of the cooling system), a tool can present early signs of wear, causing a decrease in the quality of
manufactured workpieces (the true life-time is shorter than the standard), or a tool can be removed on
the basis of a standard life-time even if the quality of the cutting process is satisfactory and the tool
is performing with acceptable parameters (the true life-time is longer than the standard). There are
considerably many studies regarding different approaches to tool management. A tool-management
approach enabling an autonomous cooperation of tools and machine tools within a batch production
system is presented in [1]. Considering the type of parameter of the cutting process that is monitored,
these range from surface roughness and cutting force to vibration and chip shape. In [2], the authors
analyzed whether cutting parameters (feed rate, and spindle speed) have an effect on tool wear and
surface roughness. Surface roughness of processed parts is also studied as a parameter that can predict
the state of the tool wear. Prediction of the surface roughness of a workpiece by using adaptive
neuro-fuzzy inference system (ANFIS) modeling for the monitoring of unmanned production systems
with tool-life management is presented in [3]. In other studies, machined surface images are analyzed
on the basis of a support vector machine using as input the features extracted from the gray-level
co-occurrence matrix [4], and in-process surface-roughness monitoring system for an end-milling
operation is analyzed using neural-fuzzy methods in [5]. Another parameter monitored in order to
identify tool wear is the cutting force. In [6], force-based tool-condition monitoring for a turning
process using support vector regression analysis is used to establish the flank wear of the cutting tool.
Cutting force signals are also used in [7] to estimate the tool wear and the surface quality, and in [8],
a partial least-square regression method is presented to make the tool-wear prediction also on the basis
of the force signal. Related to cutting-force measurements are measurements of the current amplitude
of the main drive of the machine tool, presented in [9,10], where it is shown that this parameter can
also be linked to tool-wear development. Vibrations and machine tool dynamics are studied in order to
find their relation with tool wear [11]. Some studies combine signals from different sensors, such as, for
example, in [12], where tool-wear prediction in milling is analyzed using the simultaneous detection
of acceleration and spindle drive current. Additionally, chip morphologies are analyzed in order to
evaluate tool-flank wear and its effects on surface roughness [13]. More direct methods are focused
on measuring spatial tool wear using a three-dimensional (3D) laser profile sensor [14]. Regarding
processing and analysis techniques used to identify tool wear, there are also a large number of methods
employed: machine learning and computer vision techniques [15], wavelet extreme learning machine
models [16] support vector regression [17], analytical mathematical models [18], empirical models [19]
and co-evolutionary particle swarm optimization-based selective neural network ensembles [20].
Tool wear is also studied experimentally; researchers aim to develop different models to predict tool
wear from experimental data [21–23]. In this paper, we analyzed a system on the basis of image
acquisition and processing, which can provide useful information regarding the cutting tool usage on
the basis of the cutting edge wear. Our system is intended to be used in conjunction with methods
to detect tool breakage, such as, for example, measuring the main drive current or torque, which are
already built into the computer numerical control (CNC) of modern machine tools. Regarding the
image processing methods, we describe one artificial neural network (ANN) applied to classify the
image features obtained by processing the images with classical image processing methods (filtering,
edge detection and morphological operations) and two ANNs applied directly on the images without
their preprocessing (one single-hidden-layer ANN and one two-hidden-layer autoencoder). In order
to compare the results obtained for each ANN, we describe in detail the training and testing of the
ANNs. We also studied the Training Success Rate (TSR) for these ANNs for a large range of nodes
in each layer. The integration of such a system with the ATR function of a FMS could increase the
autonomy of the system and the quality of manufactured parts, as well as ensure a rational tool usage.
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2. Tool-Flank-Wear Monitoring System

This section may be divided by subheadings. It should provide a concise and precise description
of the experimental results and their interpretation, as well as the experimental conclusions that can
be drawn.

This area is relatively protected from chips and cooling liquid used during the processing,
which could substantially impede the acquisition of the images. Thus, after every instance that
the tool has been used and placed in the magazine, a tool-flank image can be acquired and processed.
In this approach, it is important that one of the tool flanks is in the area covered by the camera.
We assume that all the teeth of the tool are more or less equally affected by wear, so that it is enough
to acquire the image of the flank of only one tooth. One of the conditions for image acquisition is to
have one tooth of the tool oriented toward the camera, so that the tool has to be positioned in the tool
holder accordingly. In order to acquire more accurate images, the camera is placed on an positioning
device, which moves the camera in the appropriate position for each tool (Figure 1). The coordinates
for each tool are stored in the tool database on the FMS controller. This controller also transmits the
coordinates to the camera positioning controller. The acquisitioned images are processed on a separate
computer (tool wear identification in Figure 1), which decides whether the tool is worn or not. If the
system decides that the tool-flank wear exceeds the acceptable limit, the information is transmitted to
the FMS, which in turn replaces the tool in the magazine or updates the information in the tool list so
that a replacement tool is used from that time on, if such a replacement tool exists in the magazine.
Flank wear of tools can be detected as a result of changes in the angle of the worn surface relative to
the unworn flank surface. The worn surface will have a different orientation, causing the light to be
reflected at a different angle and then observed on the acquired image (Figure 2).

Figure 1. Tool-wear monitoring system.

Figure 2. Tool-wear monitoring system. (a) unworn flank; (b) worn flank.
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In practice, these surfaces are not ideal planes but are packed with irregularities. The new tool
flank has marks as a consequence of sharpening, and the worn surface is much more irregular because
of particle displacement by friction with the surface of the workpiece and chips. Thus, in the resulting
images, the two surfaces (worn and unworn) are not simple to separate.

3. Experimental Setup for Tool-Flank-Wear Detection

The experimental system was developed with the goal to obtain consecutive images of the tool
flank, which then can be used to test and analyze different image processing methods. Extensive study
of flank wear for different tools, tool and workpiece materials or different processing parameters is
beyond the scope of our study.

The system presented in Figure 3 is composed of a computer system (1), National Instruments
CCD camera (2), optical microscope with lighting system (3), cutting tool (4), tool holder (5), and
National Instruments camera source (6).

Figure 3. Image acquisition system for the automatic determination of tool wear.

For the experimental tests, a high-speed steel end mill HS18-0-1 (AISI T1) was used, with two
helical teeth and with a diameter of 14 mm (the tool is presented in Figure 4).

Figure 4. Tool used for the experimental test.

The workpiece was made of C45 carbon steel (AISI 1045) and is shown in Figure 5.
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Figure 5. Workpiece used for the experimental test.

Using the experimental setup, images of the cutting tool were acquired. During the experiments,
a total of eight complete steps of the cutting tool were made (the tool cut a total of eight entire lengths
of the workpiece). Images of the tool flank were acquired after cutting every 200 mm in the workpiece.
The processing parameters were set to a feed rate of 50 mm/min, a spindle speed of 500 rpm, a width
of cut of 6 mm (representing 43% of the tool diameter) and a depth of cut of 2 mm. During the
experiments, 21 images of the tool flank were acquired showing consecutive stages of flank-wear
development. A larger number of images obtained for successive stages of wear would be generally
similar for larger numbers of tools of the same type, dimension and material and under the same
cutting conditions, having little effect on the results of an image processing algorithm. The reason for
this is that the number and complexity of the features contained in the images of a tool flank is fairly
low. The images have been analyzed and it was concluded that the wear begins to be visible at the
14th image and progresses forward from this, as can be seen in Figure 6. After the images had been
acquired, three different algorithms were tested in order to find out which of these, if presented with
an unlabeled image, could decide whether the tool had reached an unacceptable degree of wear.

bb

Figure 6. Images taken at successive times during processing showing the stages of tool wear: (a) new
tool; (b) first stage when the wear became visible; and (c) last stage with massive wear.

4. Image Processing for Tool-Flank-Wear Detection

4.1. Image Classification Using One-Hidden-Layer ANN on Features Extracted from Image Data

On the basis of a step-by-step analysis of the acquired images, we developed an algorithm in order
to extract significant features that can help to distinguish worn and unworn tools. In the following, we
describe the steps of the developed algorithm. First, the filtering of the original gray image is done
with a range filter, for which each output pixel contains the maximum value minus the minimum
value of a 3 × 3 neighborhood of the filtered pixel. This is followed by transforming the gray-level
image into a black and white (b/w) image using Otsu’s method. This method establishes the threshold
used to transform the image automatically from the image’s gray-level histogram, so that no manual
adjustment of the threshold is needed. The next step was to find edges in the b/w image using the
Sobel edge detection method. Using this method, we obtained a new b/w image of the frontiers of the
objects from the previous b/w image. Here, the “object” has to be understood as any white region
separated from other similar regions, so that the word object has no physical meaning. The result of
the above described steps is shown in Figure 7.
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Figure 7. Binary black and white (b/w) image of (a) the new and (b) last stage of wear of the tool flank.

Starting from the observation that feature extraction can be more computationally efficient if the
objects in the image are aligned to lines and columns of the internal computational representation
(matrices) of the images, we computed the Hough transform of the image to find the angle of rotation
of the tool edge; then we rotated the image with the angle identified by the Hough transform in
order to position the edge of the tool horizontally in the image. This was followed by performing an
image-opening morphological operation in order to enhance the objects in the image. The last step of
the preprocessing was to apply a third-order one-dimensional median filter to the image. The result of
these operations is presented in Figure 8.

Figure 8. Enhanced and “rotated-to-horizontal” images of (a) the flank of the new tool and (b) tool
with wear.

Studying the structure of the enhanced and rotated images, we tried to use different morphological
parameters to extract features that could distinguish between worn and unworn tool-flank images.
One of these parameters was the Euler number (EN). The EN is the total number of objects (as defined
above) in the image minus the total number of holes (dark regions surrounded by white regions).

Computing the ENs for the whole set of images, we obtained the diagram in Figure 9. As can be
seen in the diagram in Figure 9, the EN has a significant drop from the 14th image, which corresponds
to the first image that has visible signs of wear. If we establish a threshold (in this case at about EN =
3500), we can fairly discriminate between ENs corresponding to worn and unworn tool-flank images.
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Although we obtained good results in this case, in order to consider the EN as a reliable feature, a large
number of experiments with different tools should be made and thresholds for the EN diagram have
to be established manually (by a human agent) for each tool, which impedes the practicality of the
method. Another feature had been found by observing differences between the worn and unworn
flank images. We computed the normalized sum of white pixels (denoted NSP), having the value of 1,
on each horizontal line of the image. The NSP on each line is computed as the sum of pixels on that
line divided by the number of pixels on the line with the maximum number of pixels. Clearly, the sum
of the pixels in a line will be equal to the number of white pixels in that line, given that the black pixels
have a value of 0. The NSP is defined by the expressions:

wi =
n

∑
j=1

vi,j (1)

NSPi =
wi

max(wi)i=1...m
(2)

where i is the current line with n as the number of lines in the image; j is the current column with n
as the number of columns in the image; wi,j is the value of the pixel intensity on line i and column j,
which in this case is 0 for dark and 1 for white pixels; wi is the sum of pixels on line i; and NSPi is the
value of the NSP on line i.

Figure 9. Euler number diagram for the experimental images set (points corresponding to worn tool
flank are marked with red).

Computing the NSP for each image, we obtained the diagrams in Figures 10 and 11. It can be
seen that the shape of the NSP diagram of worn and unworn tool flanks are quite different.
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Figure 10. Normalized sum of white pixels (NSP) diagrams for unworn tool flank.

Figure 11. Normalized sum of white pixels (NSP) diagrams for worn tool flank.

Analyzing these diagrams, we can conclude that the NSP can be regarded as a fairly reliable
feature to be used as a flank-wear detection parameter. From this point on, the main goal is to find
a method to discriminate between the shapes (patterns) of NSP curves representing unworn flank
images and those representing worn flank images. In order to do so, we analyzed two methods:
one based on approximations with second-degree polynomials and the other based on ANN pattern
recognition. The approximation of the NSP curves is shown in Figures 12 and 13. Differentiating the
two types of curves are the locations (abscissa or line number i) of their maxima: point M.
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Figure 12. Normalized sum of white pixels (NSP) diagram for unworn tool flank and the second-order
polynomial approximation (blue curve) with maxima at point M.

Figure 13. Normalized sum of white pixels (NSP) diagram for worn tool flank and the second-order
polynomial approximation (blue curve) with maxima at point M.

Plotting the location of maxima versus the processing time until the image was acquired gives us
the diagram in Figure 14.

Figure 14. Normalized sum of white pixels (NSP) diagram for worn tool flank and the second-order
polynomial approximation (blue curve) with maxima at point M.
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As in the case of the EN parameter, the location of maxima of the second-degree polynomial
approximation of the NSP curve shows a good separation of worn and unworn flank images, but the
manual adjustment of the threshold for the locations of maxima still remains an issue.

Another approach to classify the NSP curves is to use ANN pattern-recognition methods. For this
purpose, we used the MATLAB nprtool module of the Neural Network Toolbox. The toolbox employs
a two-layer feedforward network, with a sigmoid transfer function in the hidden layer and a softmax
transfer function in the output layer [24]. The learning process is based on a scaled conjugate gradient
backpropagation algorithm. The input data for the ANN consisted of 21 samples of 100 data points
on each NSP curve, from which 13 were extracted from unworn flank images and 8 from worn flank
images. These had been further divided into two groups: 13 samples (representing 8 unworn and
5 worn flanks) had been used for training and 8 samples had been used for testing (representing 5
unworn and 3 worn flanks). The input layer consisted of 100 neurons corresponding to the 100 data
points of the NSP curve (Figures 10 and 11). The number of output neurons must be equal to the
number of elements in the target vector, which is the number of categories of the classification process.
In our case, there were two categories: worn and unworn tool-flank images. Essentially, the target
vector represented the labeling of the NSP dataset with the dimension of 2 × 13 for training and 2 × 8
for testing.

For successful training, the training performance of the network is represented in Figure 15,
which shows that, in this case, a very small error had been achieved in a short run of just 23 epochs.
We can see the result of a successful testing session presented in Figure 16 in the form of a confusion
matrix. In this representation, each column of the matrix represents a predicted class, while each
row represents a true class. The green squares represent the correctly classified and the red squares
represent the incorrectly classified samples. As can be seen in the confusion matrix, each sample,
for this case, was correctly classified.

Figure 15. Training performance diagram for the artificial neural network (ANN).
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Figure 16. Confusion matrix for the test set.

Although working with ANN software—in our case using the MATLAB Neural Network Toolbox,
but generally with other ANN software products as well—is quite straightforward, there are some
specific issues which have to be dealt with:

1. The number of neurons in the hidden layer must be established on a somehow empirical basis.
The number of neurons in the hidden layers may be important in order to extract the meaningful
features of the image.

2. Every training session can produce different results because of the fact that the initial weights and
biases of each neuron are set randomly. Training the network with the same number of neurons
on the same input datasets can produce different results when tested with unlabeled data.

3. The number of training epochs has to be well established in order to avoid overfitting.
If overfitting occurs, the network will be less successful in classifying unlabeled data.

In order to find the influence of these parameters on successfully training the networks, we ran
training sessions multiple times with different number of neurons in the hidden layer. Every trained
network was tested on the test sample set of five unworn and three worn flank images that were not
used in the training sessions. For the network type described in this paragraph, we trained networks
with a number of neurons in the hidden layer in the range of 10 to 200 with a step of 10 (10, 20, 30, . . . ,
200 neurons). A way to reduce the influence of the randomly set initial weights is to run training
sessions a large number of times for the same number of neurons. For each network with a specific
neuron number, we trained the network 100 times. After each training, the network was tested, and we
counted the number of times the testing was successful (successfully classified every test image from
the test set). We defined the TSR as the percentage of trainings that produced successful testing results
from the whole number of trainings (in this case, 100). The TSR is a good indicator of the influence of
neuron numbers, as the influence of initial weights is diminished by the high number of trainings. The
results are presented in the diagram in Figure 17.

As can be seen, the number of successful trainings decreases with the increase of the number
of neurons in the hidden layer. This led us to the conclusion that for this type of classification, it is
better to use a small number of neurons (from 10 to 60). Using a small number of neurons is also
recommended because the network will use less memory, which is important if we have a large number
of types of tools which have to be classified.
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Figure 17. Training success rate (TSR) for networks with 10 to 200 neurons in the hidden layer
(100 training sessions for each network; each point in the diagram).

4.2. Image Classification Using One-Hidden-Layer ANN on Image Data

In the above paragraph, we described the application of the ANN pattern-recognition method
to discriminate between NSP features extracted from worn and unworn flank images. To avoid
lengthy computations to extract features (e.g., EN or NSP) from the images, we tried to apply the
pattern-recognition method directly to the images. The original images had a size of 640 × 480 pixels;
the input for the ANN should be a vector, which would have resulted in a size of 307,200 elements. In
order to reduce the number of elements for the input vector, we resized the original image to a size of
126 × 94 pixels, resulting in an input vector of 11,844 elements. The samples were divided in training
and testing datasets in the same manner as described in the previous paragraph. The target vector
and output layer were the same as in the previous paragraph. An example of a successful training
performance for 30 neurons in the hidden layer is presented in Figure 18.

Figure 18. Performance diagram for the artificial neural network (ANN).

The confusion matrix in this case was similar to that in Figure 16. We also tested the TSR for
this type of network. At first, we trained networks with a number of neurons from 10 to 1000 with
10 training sessions for each case, to see the overall trend of the TSR as a function of neuron numbers.
The results are presented in the diagram in Figure 19. The trend has been established using a first-order
(linear) approximation of the set of TSRs (the red line in Figure 19), which shows that the TSR decreases
slightly with the increase in the number of neurons in the hidden layer.
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Figure 19. Training success rate (TSR) for networks with 10 to 1000 neurons in the hidden layer
(10 training sessions for each network; each point in the diagram).

Secondly, we raised the number of training sessions to 100 for the range of 10 to 200 neurons.
The TSR obtained is shown in the diagram in Figure 20.

Figure 20. Training success rate (TSR) for networks with 10 to 200 neurons in the hidden layer
(100 training sessions for each network; each point in the diagram).

It can be observed from Figure 20 that the TSR was much less stable in this case than the TSR
referenced in the previous paragraph (Figure 17). This means that there was a smaller chance to
successfully train a network directly on the image data (e.g., 55% for 30 neurons) than on NSP data
(for 30 neurons is 100%). In the studied range, the best TSR was for 90 neurons, at 57%.

4.3. Image Classification with Autoencoders on Image Data

Deep learning is a new approach that has been introduced in the field of ANNs in the last decades
by a number of researchers (e.g., [25,26]). There are a relatively large number of methods classified
as deep learning, such as deep belief networks, restricted Boltzmann machines, deep autoencoders,
and others. Deep learning algorithms, which use more than one hidden layer, have been successfully
applied to image classification. In order to find out whether this type of network would be better
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than the above presented networks, we used the MATLAB Neural Network Toolbox’s Deep Learning
section, which contains a module for autoencoder networks [24]. Autoencoders use methods to
separately train each layer; they then stack these together in a single network with multiple layers and
train the final network as a whole. As input and target data, we used the same sets as in Section 4.2.
The network we used was composed of two autoencoder layers and one softmax layer as output. An
example of successful training performance for 30 neurons in the first hidden layer, 10 neurons in the
second hidden layer and 2 neurons in the output layer is presented in Figure 21.

Figure 21. Performance diagram for the second layer of a two-hidden-layer autoencoder artificial
neural network (ANN).

Regarding the TSR for this type of network, we trained the network for 10 to 520 neurons in the
first hidden layer with a step of 10 (10, 20, 30, . . . , 520) and a constant number of 10 neurons for the
second layer. For each number of neurons, we trained the network 10 times, and we obtained the
diagram in Figure 22.

Figure 22. Training success rate (TSR) for networks with 10 to 520 neurons in the first hidden layer and
10 neurons in the second layer (10 training sessions for each network; each point in the diagram).

As we can see in the diagram in Figure 22, the TSR rises abruptly at 150 neurons in the first
hidden layer (increasing by more than 60%), then falls again to a mean value of about 40%. This shows
that the probability to successfully train an autoencoder network, for the types of images we studied,
is higher for a range of 150 to 350 neurons in the first layer. For a second set of experiments, we chose
to have a fixed number of 300 neurons in the first hidden layer, which was a maximal value of 90%
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TSR (Figure 22), and we ran the trainings for a range from 10 to 200 neurons in the second layer, with a
step of 10, each 10 times. The results are presented in Figure 23.

Figure 23. Training success rate (TSR) for networks with 300 neurons in the first hidden layer and 10 to
200 neurons in the second layer (10 training sessions for each network; each point in the diagram).

The results show that for 300 neurons in the first layer and a range of 100 to 150 neurons in the
second layer, we could obtain a TSR of 100%.

5. Conclusions

Our goal in this study was to analyze a tool-flank-wear monitoring system according to the
paradigm described in Section 2 (Figure 1). The hardware needed to develop such a system is relatively
simple to implement; there are a large number of suppliers for machine vision systems and positioning
devices. The tool database can be easily extended with the specific parameters for tool-wear monitoring,
with the observation that for a large database, the number of parameters has to be kept as low as
possible. The main questions we focused on were the following:

1. What kind of image processing and classification method would be successful?
2. What are the costs for such a system to be implemented?

Regarding the first question, we developed and tested three methods, which used ANNs to
classify the tool-flank images: one based on image-processing feature extraction followed by ANN
classification, and the other two methods applying ANNs directly on the image data. A comparison of
the three methods’ performances is presented in Table 1.

For method A, the image processing time to extract features was 4.2 s for all images of the image
set (21 images). The computational times for network training are given in Table 1. For method A, the
preprocessing time had to be added (4.2 s). As our focus was to compare only the presented algorithms,
these are the only important computational times. Method A has the highest TSR, which suggests
that this is the most reliable of the three methods tested. It also has the smallest training time and
the smallest number of epochs needed for training. Method B is less attractive mainly because of the
smaller TSR, which means that there may be a greater number of training sessions needed to develop
a successful network. Even so, its advantage is that it is simpler to implement and requires a small
number of neurons. Comparing the TSR for methods B and C, both working directly on the image
data, we can conclude that autoencoders perform better than single-hidden-layer networks for large
numbers of neurons. Method C requires the largest number of neurons, the largest number of epochs
and the longest time to train.
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Table 1. Comparative network training parameters.

Type of Network No. of Neurons
Average No.

of Training Epochs
Average

Training Success Rate
Average Training

Time (s)

A. Single hidden layer
on image features

10 15–20 100 0.20
200 25–30 96 0.25

B. Single hidden layer
on image data

10 30–40 46 0.75
200 30–40 42 12

C. Two autoencoder hidden
layers (L1, L2) on image data

L1, L2 L1, L2 L1 + L2 L1 + L2
10 to 140, 10 1000, 1000 15 280

150 to 200, 10 1000, 1000 70 1900
300, 100 to 150 1000, 1000 100 1900

Our experiments show that the TSR increases with the increase in the number of neurons.
During the training of the analyzed networks, we counted the percentage of misclassifications

for each image in the testing set from the total number of misclassifications occurring for each of the
three network types, with the same number of training sessions as in the case of the TSR. The result is
presented in Figure 24. It can be observed that image number 3 from the training set (Figure 25) had
the highest number of misclassifications regardless of the network type or number of neurons, which
means that greater care has to be taken in the selection of the training set in order to produce a good
result during operation.

Figure 24. Number of misclassifications of tool-flank images from the total number of misclassifications.

Figure 25. Image of sample number 3 from the test set labeled as unworn tool flank but misclassified,
in some cases, as worn tool flank.
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Regarding the second question, our assessment is that the major parts of the costs to implement
this tool-wear monitoring solution are the cost of image acquisition, the cost of developing the
software, and training the decision-making system to discriminate between the unworn and worn
tools. The image-acquisition process costs increase with the number of acquisitioned images. To reduce
these costs, the method that is successful when trained with a small number of images is recommended.
Although it seems that method A gives the best results, an image-processing specialist may be needed
to develop the feature extraction algorithm, as there is a large amount of work spent on the manual
adjustment of parameters. Additionally, the feature extraction algorithm may be different for different
types of tools, further increasing the development costs.

For methods B and C, no image processing is needed before applying the ANN classification.
If ANN software is available (MATLAB Neural Network Toolbox or other similar software product),
the development process is relatively straightforward with few parameters to adjust (e.g., number of
neurons in the hidden layer); thus the training process does not require highly qualified software
experts. A discussion has to be made also on how many networks should be employed: Is it possible
to use one network for a larger set of tools or does each tool have to be provided with its own
network? The implementation of the system is made gradually as the manufacturing system is
running, without interrupting the production process. The only interruption of the production is for
the time needed to install the camera and the positioning device. After installing the camera and the
positioning device, images are acquired without interrupting the production process. In time, as the
tools are used to process the parts, an image database is developed. As soon as the image database for
a specific tool is complete, the training stage is accomplished during the runtime of the manufacturing
system. When the training has produced a reliable neural network, this is implemented in the system.
In this paper, we described the concept of a new system based on image acquisition and processing
of the tool flank. The system is capable of automatically detecting tool wear in an early stage.
Regarding the image processing methods, we present two new methods to obtain image features,
which make the discrimination between worn and unworn tool-flank images possible (EN and NSP).
We applied, to the best of our knowledge for the first time, a classification of the worn and unworn
tool-flank images using a two-hidden-layer autoencoder ANN, which proved to be 100% successful
for a large range of the number of nodes. We also present a detailed comparison of three ANNs in
order to establish their capabilities to classify worn and unworn tool-flank images.
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and Sanja Korica 4

1 Faculty of Transport and Traffic Engineering, University of East Sarajevo, Vojvode Mišića 52,
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Abstract: Supply chain presents a very complex field involving a large number of participants.
The aim of the complete supply chain is finding an optimum from the aspect of all participants,
which is a rather complex task. In order to ensure optimum satisfaction for all participants, it is
necessary that the beginning phase consists of correct evaluations and supplier selection. In this study,
the supplier selection was performed in the construction company, on the basis of a new approach
in the field of multi-criteria model. Weight coefficients were obtained by DEMATEL (Decision
Making Trial and Evaluation Laboratory) method, based on the rough numbers. Evaluation and
the supplier selection were made on the basis of a new Rough EDAS (Evaluation based on Distance
from Average Solution) method, which presents one of the latest methods in this field. In order to
determine the stability of the model and the applicability of the proposed Rough EDAS method,
an extension of the COPRAS and MULTIMOORA method by rough numbers was also performed in
this study, and the findings of the comparative analysis were presented. Besides the new approaches
based on the extension by rough numbers, the results are also compared with the Rough MABAC
(MultiAttributive Border Approximation area Comparison) and Rough MAIRCA (MultiAttributive
Ideal-Real Comparative Analysis). In addition, in the sensitivity analysis, 18 different scenarios
were formed, the ones in which criteria change their original values. At the end of the sensitivity
analysis, SCC (Spearman Correlation Coefficient) of the obtained ranges was carried out, confirming
the applicability of the proposed approaches.

Keywords: construction; rough number; EDAS; DEMATEL; MCDM; supply chain

1. Introduction

Supplier selection, according to Soheilirad et al. [1], presents a very important issue in decision
making about management, and assumes several qualitative and quantitative criteria. The importance
of this process in companies is reflected through establishing the final price of the product. The price
of the raw material, as the main part of the product, is very important in the final product [2,3].
Supplier selection is one of the important tasks for the management of the supply [4]. At the same
time, the management and development of strategic relationship with suppliers is crucial for the
achievement of competitive market leadership [5]. Taking into account the fact that supplier selection
in the supply chain is a group decision made based on several criteria, according to Zolfani et al. [6],
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the managers are supposed to know the most suitable method for choosing the right supplier. This is of
vital importance because the modern supply chains need to meet strict requirements, so the managers
find it very difficult to choose the right evaluation for the potential suppliers. This will ensure efficient
production and final price formation which will be competitive on the market. In order to maximize
the business values of products and services, efficient strategy for supply chain management has
become a key component for a large number of final customers as well [7].

When one considers the efficiency of the complete supply chain, it is impossible not to notice
that, to a large degree, it depends on the correct choice of the supplier, because exactly this process
represents one of the most important factors which has a direct impact on the company performance.
By performing the correct evaluation and the right choice of the supplier, this subsystem of logistics
can efficiently carry out assignments which refer to the company supply. The right suppliers can
meet requirements and needs which are set in the subsystem of supply, and refer to the quality, price,
quantity of goods, delivery deadline and other deadlines, flexibility, reliability etc. The searching for
suppliers who can meet these requirements is a permanent and primary goal. In order to obtain the
above mentioned, it is necessary to continuously collect and process data about suppliers, as well as to
establish and maintain connections with them.

Despite numerous new models developed in MCDM, the question arises which method or
approach to apply. The aim is to enable the decision makers to express their preferences as clearly
as possible, and reduce the subjectivity and uncertainty which is always present in the process of
decision making. Accordingly, this paper has developed a new approach using the advantages
of rough numbers and the Evaluation based on Distance from Average Solution (EDAS) method.
Rough numbers present modification of the traditional rough numbers and take care of the uncertainty
in decision making. The uncertainty is always present in the process of the evaluation of the importance
of alternatives or criteria. Rough numbers take care of such uncertainty through the possibility of the
preference expression for each alternative or criteria. Such preferences are further converted in rough
intervals, more precisely determining the preference. Fuzzy set theory, applied in a large number of
research, recently faces the criticism, according to Saaty and Tran, (2007) [8] of fuzzyfication of one of
the most used methods in this field, i.e., AHP method, to not give good results, and they recommend
elimination of the uncertainty by application of intermediate values. Fuzzyfication of numbers, besides
increasing the complexity of manipulation, also makes the derivation process more difficult, and often
leads to less desirable, than desirable results [9]. The application of rough numbers in the field of
decision making is not appropriate until the precise conditions are defined as to when it works well
and when it does not. Saaty and Tran, (2007) [8] consider that such conditions cannot be found in the
field of decision making. The uncertainty present in the process of decision making is also considered
in [10], according to it plays a dominant role, and it requires adequate handling in order to make
adequate decisions. More precise and objective expression of uncertainty processes is possible if one
applies intuitionistic multiplicative preference relation (IMPR) [11], intuitionistic fuzzy set theory
(IFS) [12,13], interval-valued intuitionistic fuzzy soft set (IVIF) [14] or rough set theory, proposed in
this manuscript. Integration of rough numbers in MCDM methods gives the possibility to explore
subjective and unclear evaluation of the experts and to avoid the assumptions, which is not the case
when applying fuzzy theory [15]. Therefore, we can conclude that the application of rough numbers
and the development of R’DEMATEL–R’EDAS approach have significant importance. The advantages
of a novel approach have been presented for each method in the following sections of the manuscript.

This paper has several objectives. The first is the development of the methodology for the
treatment of uncertainty in the field of multi-criteria decision making through presenting new Rough
EDAS, Rough COPRAS and Rough MULTIMOORA algorithms. The second goal is the popularization
of the idea of rough numbers (RN) through their use in decision making in real business and economy
system. The third goal is the improvement of the methodology for the evaluation and choice of the
supplier through the new approach in treatment of uncertainty based on rough numbers.
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The paper is organized into several sections. In the introduction, the importance and the influence
of the supplier on the complete supply chain is presented. The second section contains the literature
review, where the criteria for the supplier selection are emphasized. Besides, the methods used for
solving these problems in the supply chain, in particular, in the construction, are presented. In third
section, we present Rough DEMATEL algorithm and novel Rough EDAS methods, which are the
proposed models in this study. The fourth section describes supplier selection in the construction
company based on the previously defined methods. In the fifth section, the sensitivity analysis is
performed, where different sets with different criteria values are defined and used for checking the
stability of the proposed model. Besides the sensitivity analysis, in the same section, the discussion of
the obtained results is carried out. In addition, for the stability check of the obtained ranges, expansion
of the COPRAS and MULTIMOORA methods based on rough numbers is performed. The sixth section
is the conclusion with the guidelines for the future research.

2. Literature Review

Multi-criteria decision making (MCDM) is one of the process for finding the optimal alternative
from all the feasible alternatives according to some criteria or attributes [16–18]. Making a model of
multi-criteria decision making for supplier selection requires a previous detailed analysis of the criteria
on which the evaluation will be based. Since the evaluation of the supplier presents an everyday
process in different supply chains, it is necessary to provide adequate input parameters in model.
The right choice of the set of the criteria and determination of their relative weight, according to Lima
and Carpinetti [19], is of great importance for the coordination of decision regarding buying and the
strategic goals of the company. According to Vonderembse and Tracey [20], most companies consider
the application of the criteria for supplier selection to be a very important part of the complete process
of supplier selection. Dickson is regarded as the pioneer in this field. In his study [21], he introduced a
model for supplier selection on the basis of set of 23 criteria. Following this, different authors have
tried to continue in the same direction, with certain modifications and improvements, so different
studies in this field propose the use of different criteria [22–27]. Table 1 gives an overview of the most
commonly used criteria in the process of supplier selection.

Table 1. An overview of the most commonly used criteria in the process of supplier selection.

Criteria References

Quality of material [6,21,26–49]

Price of material [6,21,26–31,33–40,42–56]

Certification of products [26,31,40,42,44,50,52,57]

Delivery time [21,26–31,33–40,42–49,51,53–56,58]

Reputation [6,21,26,28,29,34,36,43,46,48,49,54,55,58–60]

Volume discounts [37,40,42]

Warranty period [21,26,31,35,37,40]

Reliability [6,26,30,33,34,36,42,48,50,51,54,56,57,60]

Method of payment [26,38–40,44,45,47,57]

An overview of the Table 1 shows that, regardless the constant changes and increasing use of the
qualitative criteria, financial parameters, delivery, and quality present the criteria found in almost all
research regarding supplier selection. This fact has been confirmed in the above-mentioned studies,
where these parameters play an important role in decision making in the process of the evaluation of
the supplier.

In construction business, planning of construction processes and effective management are
extremely important for success [61]. Supplier selection, in any phase of the construction, presents
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very important part in this field [6]. Decision making in construction management is, according to
Antuchevičiene et al. [62], always very complex and complicated, especially when more than one
criterion is considered, which is often the case.

Decision making is one of the most important topics in various fields to make a right decision, so as
to reach the final goal [63,64]. Therefore, the use of the MCDM method in the construction business is
very popular, and helps in making extremely important decisions. According to Zavadskas et al. [65]
and Tamošaitienė et al. [66], multi-criteria decision-making models are important tools in the
construction management. In these kinds of studies, making decisions with as little subjectivity
as possible and elimination of uncertainty is one of the main goals. This has been considered
in [67], showing that uncertainty and imprecision are always present in the supplier selection process.
Tamošaitienė et al. [48] have developed a hybrid model for supplier selection in the construction
business which consists of three methods: AHP, ARAS, and Multiplicative Utility Function, while in the
work of Izadikhah [68], TOPSIS method for a group decision making with Atanassov’s interval-valued
intuition fuzzy numbers was used for the same purposes. The evaluation and supplier selection
in Iran [69] have been carried out by combination of AHP and ANP methods. The evaluation of
the supplier for the construction material can be performed by using Fuzzy Principal Component
Analysis [38].

In the work of Fouladgaret et al. [70], the authors use a new hybrid model for selecting the most
appropriate working strategy in construction company. This model implies the application of fuzzy
ANP and fuzzy COPRAS methods. The strategy of the management of the construction companies
was also a subject of the study in [71], where the application of SWOT analysis and AHP method
chooses the adequate solution. The application of the classical AHP method in [72] provides contractor
selection for the defined project, while in [73], the combination of AHP and Fuzzy ARAS determines
construction site selection. The combination of AHP and ARAS methods is also used for the assessment
of project managers in construction [61], while for determination of the importance of the criteria,
AHP method is used [74]. Besides, MCDM methods are constantly applied in other fields [75–77].

The AHP method, in its traditional or fuzzy form, is the most commonly used method for supplier
selection [48,78–83]. Despite that, it has recently faced frequent criticism and disapproval from different
authors. Therefore, in this paper, the DEMATEL method is used for determining the weights of criteria
in their rough form. The DEMATEL method, in the field of the supply chains, has already been
used in several different studies [40,84–90]. The determination of the weight coefficients by using
DEMATEL method have, so far, shown good results. In their study, Chang et al. [91] suggest to
the other researchers to use this method as well, with certain improvements, because it is useful for
making decisions which include complex criteria used in group decision making. Implementation
and evaluation of the most important criteria for supplier selection in the green supply chain has
been performed in [92]. The evaluation of the criteria for supplier selection by using a combination of
DEMATEL and ANP method has been performed in the work of Sarkar et al. [93].

It is noticeable that the rough set theory is, today, very often used for decision making in different
fields. In the paper [94], the authors use a rough TOPSIS approach for failure mode and effects analysis
in uncertain environments. The combination of rough AHP and MABAC method proposed in [95–97],
and is used in [98] for selection of medical tourism sites. The combination of interval rough AHP and
GIS is proposed for flood hazard mapping [99]. Rough AHP and rough TOPSIS approach are also
used in the work of Song et al. [100]. From its beginnings until nowadays, the theory of rough sets
has evolved through solving many problems by using rough sets [101–105], and through the use of
rough numbers as in [106,107], while in the work [5], the authors use a grey based rough set. Supplier
selection can also be evaluated by using a new rough set approach which has been developed by Chai
and Liu [108] and, according to the authors, provides stable results.
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3. Methods

3.1. R’DEMATEL Method

DEMATEL method (Decision Making Trial and Evaluation Laboratory) is very suitable for design
and the analysis of the structural model. This is achieved by defining the cause-and-effect relation
between complex factors [95]. Cause-and-effect relations are obtained on the basis of the total direct
and indirect influences transferred from one factor to the other, but also received from the other factors.
The implementation of DEMATEL method explores interdependent factors and determines the level
of this dependency. The method is based on the graph theory, and it ensures visual planning and
problem solving. In this way the relative factors can be divided into cause-and-effect in order to gain a
better insight into their mutual relations. This also provides a better understanding of the complex
structure of this problem, relations between the factors, and relations between the structure level and
influence of the factors [99].

In order to provide a comprehensive investigation of any incorrectness present in the group
decision making, the DEMATEL method modification is carried out in this study by using rough
numbers. In this way, the additional information for the determination of the uncertain intervals is not
necessary. In the following text, we will explain the steps of the R’DEMATEL method.

Step 1: Expert analysis of the factors. Suppose that there exists m experts and n factors (criteria)
which are observed, and each expert should determine the degree of the influence of the factor i on the
factor j. Comparative analysis of the set of i-factor and j-factor observed from the e-expert is denoted by
xij

e, where i = 1, 2, . . . , n; j = 1, 2, . . . , n. The value of each xij
e set takes one integer value of the following

point scale: 0—no influence, 1—low influence, 2—moderate influence, 3—high influence, 4—very
high influence. The response of the e-expert is expressed by the nonnegative matrix of the nxn range,
whereas each element of the e-matrix in the expression Xe = [xe

ij]n×n presents integer nonnegative
number xij

e, where 1 ≤ e ≤ m.

Xe =

⎡⎢⎢⎢⎢⎣
0 xe

12 · · · xe
1n

xe
21 0 · · · xe

2n
...

...
. . .

...
xe

n1 xe
n2 · · · 0

⎤⎥⎥⎥⎥⎦
nxn

; 1 ≤ i, j ≤ n; 1 ≤ e ≤ m (1)

where xij
e presents linguistic expressions from the previously defined linguistic scale used by the

expert to present his comparison in the set of the criteria.
Thus, matrices X1, X2, . . . , Xm are response matrices of the each of m experts. The diagonal

elements of the response matrices of all experts take value zero because the same factors have
no influence.

Step 2: Determination of the averaged response matrices of the experts. On the basis of the response
matrix Xe = [xe

ij]n×n (1 ≤ e ≤ m) of all m experts, we obtain aggregate sequence matrix of experts X*.

X∗ =

⎡⎢⎢⎢⎣
x1

11, x2
11, . . . , xm

11 x1
12; x2

12; . . . ; xm
12, . . . , x1

1n; x2
1n, . . . , xm

1n
x1

21, x2
21, . . . , xm

21 x1
22; x2

22; . . . ; xm
22, . . . , x1

2n; x2
2n, . . . , xm

2n
. . . . . . . . . . . .

x1
n1, x2

n1, . . . , xm
n1 x1

n2; x2
n2; . . . ; xm

n2, . . . , x1
nn; x2

nn, . . . , xm
nn

⎤⎥⎥⎥⎦ (2)

where xij =
{

x1
ij, x2

ij, . . . , xm
ij

}
presents sequences defining relative importance of the criteria i in

comparison with the criteria j. According to Zhu et al. (2015) [109], the sequence xe
ij (1 ≤ e ≤ m) is

transformed into rough sequence RN(xe
ij) =

[
Lim(xe

ij), Lim(xe
ij)

]
, where i presents the lower limit

Lim(xe
ij) and j the upper limit Lim(xe

ij) of the rough sequence RN(xe
ij), respectively.

118



Symmetry 2017, 9, 279

These rough sequences are defined in the matrix (2). With that, we obtain rough matrices
X1, X2, . . . , Xm (where m is the number of the experts). In this way, for the group of
rough matrices X1, X2, . . . , Xm on the position (ij) we obtain rough sequence RN

(
xij

)
={[

Lim(x1
ij), Lim(x1

ij)

]
,
[

Lim(x2
ij), Lim(x2

ij)

]
, · · · ,

[
Lim(xm

ij ), Lim(xm
ij )

]}
.

Applying the Expression (3) leads to the averaged rough sequence:

RN(zij) = RN(x1
ij, x2

ij, · · · , xm
ij ) =

⎧⎪⎪⎨⎪⎪⎩
Lim(zij) =

1
m

m
∑

e=1
xe

ij

Lim(zij) =
1
m

m
∑

e=1
xe

ij

(3)

where e presents e-expert (e = 1, 2, . . . , m) and RN(zij) presents rough sequence.
In this way, we obtained an averaged rough matrix of the response:

Z =

⎡⎢⎢⎢⎢⎣
0 RN(z12) · · · RN(z1n)

RN(z21) 0 · · · RN(z2n)
...

...
. . .

...
RN(zn1) RN(zn2) · · · 0

⎤⎥⎥⎥⎥⎦ (4)

Matrix Z shows initial effects caused by factor j, as well as initial effects which factor j receives
from other factors. Sum of each i-row of the matrix Z represents the total direct effect which i-factor
has delivered to the other factors. Sum of each j-column of the matrix Z represents the total direct
effect which j-column has delivered to the other factors.

Step 3: Normalize direct-relation matrix. From the matrix Z, the initial direct-relation matrix is
estimated from the expression D =

[
RN(dij)

]
n×n (17). So normalized, each element of the matrix D

takes value between zero and one. Matrix D is obtained when each element RN(zij) of the matrix Z is
divided by rough number RN(s) (Expressions (5)–(8)).

D =

⎡⎢⎢⎢⎢⎣
0 RN(d12) · · · RN(d1n)

RN(d21) 0 · · · RN(d2n)
...

...
. . .

...
RN(dn1) RN(dn2) · · · 0

⎤⎥⎥⎥⎥⎦ (5)

where RN(dij) is obtained using the Expression (18)

RN(dij) =
RN(zij)

s
= RN

⎛⎝ Lim(zij)

s
,

Lim(zij)

s

⎞⎠ (6)

where

s = max
(
∑n

j=1 RN(zij)
)
= max

(
∑n

j=1 Lim(zij), ∑n
j=1 Lim(zij)

)
(7)

i.e.,

s = max
[

max
(

∑n
j=1 Lim(zij)

)
, max

(
∑n

j=1 Lim(zij)
)]

(8)

Step 4: Determination of the total relation matrix. By using the Expressions (9) and (10), the total
relation matrix (T =

[
RN(tij)

]
n×n) of the range nxn is estimated. Element RN(tij) represents the direct

influence of the factor i on the factor j, whereas matrix T represents the total relations between each
pair of factors.

Since each rough number consists of two sequences, i.e., lower and upper approximation, then the
normalized matrix of the average perception D =

[
RN(dij)

]
n×n can be divided into two sub-matrices,
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i.e., D =
[
DL, DU], where DL =

[
Lim(dij)

]
n×n

and DU =
[
Lim(dij)

]
n ×n. Moreover, lim

m→∞

(
DL)m

= O

and lim
m→∞

(
DU)m

= O where O presents zero matrix.

lim
m→∞

(
I + DL + D2L + . . . + DmL) = (

I − DL)−1

and
lim

m→∞

(
I + DU + D2U + . . . + DmU) = (

I − DU)−1

⎫⎪⎪⎬⎪⎪⎭ (9)

So, the total relation matrix T is obtained from the estimation of the following elements:

TL = lim
m→∞

(
I + DL + D2L + . . . + DmL) = (

I − DL)−1
=

[
Lim(tL

ij)

]
n×n

and

TU = lim
m→∞

(
I + DU + D2U + . . . + DmU) = (

I − DU)−1
=

[
Lim(tU

ij )

]
n×n

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (10)

where DL =

[
Lim(dij)

]
n×n

and DU =
[
Lim(dij)

]
n×n

Sub-matrices TL and T
′U together represent rough total relation matrix T =

(
TL, TU). On the

basis of the Expressions (9) and (10), one can obtain the rough total relation matrix:

T =

⎡⎢⎢⎢⎢⎣
RN(t11) RN(t12) · · · RN(t1n)

RN(t21) RN(t22) · · · RN(t2n)
...

...
. . .

...
RN(tn1) RN(tn2) · · · RN(tnn)

⎤⎥⎥⎥⎥⎦ (11)

where RN(tij) =

[
Lim(tij), Lim(tij)

]
is a rough number describing the indirect effects of the factor i

on factor j. Then the matrix T describes mutual dependence of each pair of factors.
Step 5: Estimation of the sum of rows and columns of the total relation matrix T. In the total relation

matrix T, the sum of rows and columns is represented by vectors R and C of range n × 1:

RN(Ri) =

[
n

∑
j=1

RN(tij)

]
n×1

=
[
∑n

j=1 tL
ij, ∑

n
j=1 tU

ij

]
n×1

(12)

RN(Ci) =

[
n

∑
i=1

RN(tij)

]
1×n

=
[
∑n

i=1 tL
ij, ∑

n
i=1 tU

ij

]
1×n

(13)

To effectively determine the “Prominence” and the “Relation”, the sum of rows Ri to the sum of
columns Ci in the total relation matrix T need to be converted into the crisp forms Rcrisp

i and Ccrisp
i by

applying Equations (14)–(16).

RN(R̂i) =

[
Lim(R̂i), Lim(R̂i)

]
=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Lim(R̂i) =

Lim(Ri)−min
i

{
Lim(Ri)

}
max

i
{Lim(Ri)}−min

i

{
Lim(Ri)

}

Lim(R̂i) =
Lim(Ri)−min

i

{
Lim(Ri)

}
max

i
{Lim(Ri)}−min

i

{
Lim(Ri)

}
(14)

where Lim(Ri) and Lim(Ri) represent the lower limit and upper limit of the rough number RN(Ri),

respectively; Lim(R̂i) and Lim(R̂i) are the normalized forms of Lim(Ri) and Lim(Ri).
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After normalization, we obtain a total normalized crisp value:

βi =

Lim(R̂i) ·
{

1 − Lim(R̂i)

}
+ Lim(R̂i) · Lim(R̂i)

1 − Lim(R̂i) + Lim(R̂i)
(15)

Finally, crisp form Rcrisp
i for RN(Ri) is obtained by applying Equation (16):

Rcrisp
i = min

i

{
Lim(Ri)

}
+ βi ·

[
max

i

{
Lim(Ri)

}− min
i

{
Lim(Ri)

}]
(16)

The value Rcrisp
i shows the total direct and indirect effects which criteria i has enabled to other

criteria. The value Ccrisp
i shows the total direct and indirect effects which criteria j has obtained from

other criteria. In the case when i = j then the expression (Rcrisp
i + Ccrisp

i ) represents the importance of

the criteria, and the expression (Rcrisp
i − Ccrisp

i ) represents the intensity of the influence of the criteria
in comparison to the others [85].

Step 6: Determination of the threshold value (α) and creation of the cause-and-effect relationship—CERD.
The threshold value (α) is estimated as the average of the elements of the matrix T (17):

α =
∑n

i=1 ∑n
j=1

[
RN(tij)

]
N

(17)

where N presents the total number of the elements of matrix (11).
CERD is produced in order to visually present complex relations, and provide information about

establishing the most important factors and the way they affect each other. Factors tij with values
higher than a threshold value α, are chosen to present cause-and-effect relations.

Values of the elements of the matrix T, which have value higher than a threshold value are inserted
and put in diagram. In CERD, x-axis is (Rcrisp

i + Ccrisp
i ), y-axis is (Rcrisp

i − Ccrisp
i ). These values are used

to present relations between the two factors. When presenting the relations between factors, the arrow
of the cause-and-effect relation is directed from the factor which has lower value than α, to the factor
which has higher value than α. After determination of the criteria and presentation in CERD, in the
next step, the weight coefficients of the criteria are estimated.

Step 7: Determination of the weight coefficients of the criteria. The weight coefficients of the criteria are
obtained by using the Expression (18) [110]:

RN(Wj) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Lim(Wj) =

√(
Lim(Ri) + Lim(Ci)

)2
+

(
Lim(Ri)− Lim(Ci)

)2

Lim(Wj) =

√(
Lim(Ri) + Lim(Ci)

)2
+

(
Lim(Ri)− Lim(Ci)

)2
(18)

Normalization of the weight coefficients is performed by using the Expression (19):

RN(wj) =
RN(Wj)

max
j

{
Lim(Wj), Lim(Wj)

} (19)

where wj represents the final weights of criteria [95].

3.2. Rough EDAS Method

EDAS (Evaluation based on Distance from Average Solution) method belongs to the group of
newer methods of multi-criteria decision making. In a very short time, it has found its way through
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the wide application in solving engineering problems, as well as problems in business decision
making. This method [111] has a number of extensions, and the extension by fuzzy logics [112] is
performed exactly in the field of supply chain for supplier selection. Several studies have already
been published in different fields, where this method has been applied in its traditional form or
some other forms [113–122]. It resembles a very important support in decision making in everyday
conflict situations. The estimation of the alternatives in this method is based on the measurements of
the positive and negative deviations from the average solution, estimated on the basis of all criteria.
In this study, the extension of EDAS method by rough numbers has been performed. After defining
the problem and forming multi-criteria model which consists of n alternatives and m criteria, it is
necessary to define the set of k experts who will be evaluating alternatives for each of the criteria.
After formulating multi-criteria model of n alternative and m criteria with k experts, Rough EDAS
consists of the following steps.

Step 1. Converting individual matrices into the group rough matrix. If each expert matrix is noted by
k1, k2, . . . , kn then the group rough matrix is obtained according to Zhai et al. [109]:

RGM =

⎡⎢⎢⎢⎢⎣
[
xL

11, xU
11
][

xL
21, xU

21
]

...[
xL

m1, xU
m1
]

[
xL

12, xU
12
][

xL
22, xU

22
]

...[
xL

m2, xU
m2
]

· · ·
· · ·
. . .
· · ·

[
xL

1m, xU
1m
][

xL
2m, xU

2m
]

...[
xL

mm, xU
mm

]

⎤⎥⎥⎥⎥⎦ (20)

Step 2. Finding the average solution for all criteria as shown in (21):

RN(AV) =
[
AVL

j ; AVU
j

]
1xm

(21)

based on the Equation (22):
n

∑
i=1

Xij

n
=

[
XL

il
n

;
XU

il
n

]
(22)

Step 3. Determination of positive deviation RN(PDA) and negative deviation RN(NDA) from the average
solution RN(AV) on the basis of all criteria by applying the Equations (23)–(24):

RN(PDA) =
[

PDAL
ij; PDAU

ij

]
n×m

(23)

RN(NDA) =
[

NDAL
ij; NDAU

ij

]
n×m

(24)

If the criterion belongs to the Benefit group, then RN(PDA) and RN(NDA) are estimated as follows:

RN(PDA) =
max

(
0,

[
XL

il − AVU
j ; XU

il − AVL
j

])
[

AVL
j ; AVU

j

] (25)

RN(NDA) =
max

(
0,

[
AVL

j − XU
il ; AVU

j − XL
il

])
[

AVL
j ; AVU

j

] (26)

If the criterion belongs to the Expenses group, then:

RN(PDA) =
max

(
0,

[
AVL

j − XU
il ; AVU

j − XL
il

])
[

AVL
j ; AVU

j

] (27)
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RN(NDA) =
max

(
0,

[
XL

il − AVU
j ; XU

il − AVL
j

])
[

AVL
j ; AVU

j

] (28)

Since we are dealing with the rough numbers having upper and lower limit, often it can happen
that lower limit of rough number has a negative value and upper positive, or, even that both values
are less than zero. Since it is necessary to reduce these values to zero or positive values, the following
equations then need to be applied:

i f PDAL
ij + PDAU

ij ≤ 0 → RN(PDA) = 0 (29)

i f PDAL
ij + PDAU

ij > 0, and (PDAL
ij > 0; PDAU

ij > 0) then RN(PDA) =
[

PDAL
ij; PDAU

ij

]
(30)

i f PDAL
ij + PDAU

ij > 0, but (PDAL
ij< 0; PDAU

ij >0) then RN(PDA) =
∣∣∣PDAL

ij; PDAU
ij

∣∣∣ (31)

The same applies for RN(NDA).
Equations (29)–(31) include the following cases. If the sum of lower and upper limit (PDA) is less

than zero, than rough number has zero value. If the sum of two limits is higher than zero, and lower
and upper limit are higher than zero, than (PDA) stays constant (keeps its value). If the sum of two
limits is higher than zero, but lower limit has negative value, than rough number (PDA) takes its
absolute value, i.e., lower limit becomes positive value.

Step 4. Weighting of matrices RN(PDA) and RN(NDA) by using the equations:

VPi =
[
vpL

ij; vpU
ij

]
mxn

vpL
ij = wL

J × pdaL
ij, i = 1, 2, . . . m, j

vpU
ij = wU

J × pdaU
ij , i = 1, 2, . . . m, j

(32)

VNi =
[
vnL

ij; vnU
ij

]
mxn

vnL
ij = wL

J × ndaL
ij, i = 1, 2, . . . m, j

vnU
ij = wU

J × ndaU
ij , i = 1, 2, . . . m, j

(33)

where wj
L and wj

U are lower and upper limit of the criteria weight expressed as rough number.
Step 5. Determination of the sum of the previously weighted matrix:

RN(SPi) =
[
spL

i ; spU
i

]
=

m

∑
j=1

[
vpL

ij; vpU
ij

]
(34)

RN(SNi) =
[
snL

i ; snU
i

]
=

m

∑
j=1

[
vnL

ij; vnU
ij

]
(35)

Step 6. Normalization of RN(SP) and RN(SN) for all alternatives:

RN(NSPi) =

[
spL

i ; spU
i
]

max
[
spL

i ; spU
i
] (36)

RN(NSNi) = 1 −
[
snL

i ; snU
i
]

max
[
snL

i ; snU
i
] (37)

Step 7. Estimation of the values of all alternatives RN(ASi) and their ranging.

RN(ASi) =
1
2
[NSPi + NSNi] (38)
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Alternative which has highest value presents the best solution.

4. Case Study

Supplier selection in the construction company was carried out on the basis of nine criteria
presented in the Table 1: quality of the material, price of the material, certification of the products,
delivery time, reputation, volume discounts, warranty period, reliability, and the method of payments.
The second and the fourth criteria (the price of the material and delivery time) are the Expenses criteria,
and the others are the Benefit criteria. Figure 1 shows the proposed model for the supplier selection in
this study.

 

Figure 1. Proposed model for the supplier selection.

Figure 1 shows the proposed model for the supplier selection, which consists of 4 phases and
11 steps. The first phase assumes the collection and preparation of the date in three steps. The first
step is defining the set of the criteria for evaluation of the supplier on the basis of the other studies in
this field, and an interview with the managers with long-lasting experience on management functions
in the supply business. Then, a multi-criteria model has been adopted, consisting of nine criteria
and six alternatives evaluated by team of seven experts. The second phase of the model assumes the
application of rough DEMATEL method for estimation of the relative weight of the criteria. The steps
of this method are presented in detail in section Methods, and the procedure for the weight estimation
is described in following. The third and the central phase of this study is development of a new
novel Rough EDAS method used for evaluation and the best supplier selection. The last, fourth phase
includes sensitivity analysis extended by two additional methods for multi-criteria decision making,
COPRAS and MULTIMORA. Comparison of the obtained results and alternative ranges has been
performed, applying the above-mentioned two methods, as well with the R’MAICA and R’MABAC,
previously extended by rough numbers.

4.1. Estimation of the Criteria Weight by Applying R’DEMATEL Method

In this study, the team of seven experts took part in the process of determination of weight
coefficients of criteria. The experts with the minimum of five-year experience in the supply chain
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management were chosen. After the interview with the experts, the collected data were processed,
and the aggregation of the expert opinion was obtained. The collecting of data through the interview
with the experts was carried out in the period from March 2017 until June 2017.

Step 1 Expert Analysis of the Factors

In the first step of application of DEMATEL method for the determination of the criteria, experts
have used the point scale: 0—no influence, 1—very low influence, 2—low influence, 3—medium
influence, 4—high influence, 5—very high influence. After the experts’ evaluation, seven matrices of
dimensions 9 × 9 have been constructed, in order to compare the set of the criteria. This is presented
in Table 2.

Table 2. Experts’ comparison of the evaluation criteria.

E1 E2

C1 C2 C3 C4 C5 C6 C7 C8 C9 C1 C2 C3 C4 C5 C6 C7 C8 C9
C1 0 5 5 5 2 4 4 4 3 0 5 5 4 3 5 4 4 3
C2 4 0 4 2 2 3 5 4 3 4 0 4 4 1 5 5 3 3
C3 4 3 0 3 3 4 2 4 3 4 1 0 5 3 5 3 4 3
C4 4 3 5 0 2 3 3 3 5 4 2 5 0 2 5 3 3 5
C5 5 4 5 4 0 4 5 5 3 5 3 5 5 0 5 5 5 3
C6 4 4 3 3 1 0 2 4 4 4 2 4 4 1 0 2 4 4
C7 4 4 3 4 2 4 0 5 5 4 2 4 5 2 5 0 5 5
C8 3 3 4 2 1 2 2 0 3 4 2 5 4 1 4 2 0 3
C9 3 3 4 2 2 2 3 3 0 3 1 4 3 2 4 3 3 0

. . .

E6 E7

C1 C2 C3 C4 C5 C6 C7 C8 C9 C1 C2 C3 C4 C5 C6 C7 C8 C9
C1 0 5 4 4 3 5 5 5 2 0 5 5 4 4 4 4 5 3
C2 4 0 3 2 1 3 4 3 3 4 0 3 4 1 5 5 4 2
C3 5 3 0 3 3 3 2 3 3 4 3 0 5 4 5 2 4 2
C4 3 3 4 0 2 4 3 3 4 3 3 5 0 3 5 3 4 5
C5 3 4 4 4 0 3 4 3 4 5 4 5 5 0 5 5 4 3
C6 4 3 3 3 1 0 2 3 5 3 3 3 4 2 0 2 4 4
C7 5 3 3 4 2 3 0 3 5 4 3 3 5 2 4 0 5 4
C8 4 3 4 2 1 3 1 0 4 3 3 4 4 1 5 2 0 3
C9 3 3 4 2 1 3 3 5 0 2 3 5 3 1 5 3 4 0

Step 2 Determination of the matrix of the average response of the experts

On the basis of the response expert matrix (Table 2), matrix of the aggregated sequences of experts
is constructed (2). By applying the matrix according to Zhai et al. [109], each of the shown sequences is
transformed into rough sequence. So, for the sequence x12 = {5; 5; 4; 4; 4; 5; 5} we get:

Lim(4) = 4.00, Lim(4) =
1
7
(5 + 5 + 4 + 5 + 5 + 4 + 4) = 4.57

Lim(5) =
1
7
(5 + 5 + 4 + 5 + 5 + 4 + 4) = 4.57, Lim(5) = 5.00

Lim(4) = 4.00, Lim(4) =
1
7
(5 + 5 + 4 + 5 + 5 + 4 + 4) = 4.57

On the basis of the obtained values, each sequence is transformed into rough sequence:

RN(x1
12) = [4.57, 5.00];

RN(x2
12) = [4.57, 5.00];

RN(x3
12) = [4.00, 4.57];
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RN(x4
12) = [4.00, 4.57];

RN(x5
12) = [4.00, 4.57];

RN(x6
12) = [4.57, 5.00];

RN(x7
12) = [4.57, 5.00].

The obtained rough sequences present the uncertainty of the group of experts, which is the result
of nonconformity in the criteria evaluation.

By applying the Expression (3), the averaging of the rough sequences is performed. Therefore,
we obtain average rough sequence:

RN(z12) =

[
Lim(z12), Lim(z12)

]
=

{
Lim(z12) =

4.57+4.57+4+4+4+4.57+4.57
7 = 4.33

Lim(z12) =
5+5+4.57+4.57+4.57+5+5

7 = 4.82

In this way, we get the final rough sequence RN(z12) = [4.33, 4.82]. The application of the
described procedure for the other elements of the matrix of the aggregated sequence of the experts (2)
provides the average rough matrix of the average responses (4):

Z =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

[0.00, 0.00] [4.33, 4.82] [4.33, 4.82] [4.25, 4.76] , · · · , [2.33, 2.82]
[3.74, 3.98] [0.00, 0.00] [3.18, 3.67] [2.92, 4.08] , · · · , [2.51, 2.92]
[4.18, 4.67] [2.04, 3.43] [0.00, 0.00] [3.59, 4.65] , · · · , [2.74, 2.98]
[3.25, 3.76] [2.56, 3.19] [4.67, 4.97] [0.00, 0.00] , · · · , [4.67, 4.97]

· · · · · · · · · · · · . . . · · ·
[2.51, 2.92] [2.01, 3.13] [4.08, 4.49] [2.55, 3.89] , · · · , [0.00, 0.00]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Step 3 Normalization of the group direct relation matrix

On the basis of the matrix Z, the elements of the initial direct-relation matrix are determined (5):

Z =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

[0.00, 0.00] [0.12, 0.16] [0.12, 0.15] [0.12, 0.15] , · · · , [0.06, 0.09]
[0.09, 0.12] [0.00, 0.00] [0.09, 0.12] [0.08, 0.13] , · · · , [0.07, 0.09]
[0.11, 0.15] [0.06, 0.11] [0.00, 0.00] [0.10, 0.15] , · · · , [0.07, 0.09]
[0.09, 0.12] [0.07, 0.10] [0.13, 0.16] [0.00, 0.00] , · · · , [0.13, 0.16]

· · · · · · · · · · · · . . . · · ·
[0.07, 0.09] [0.06, 0.1] [0.11, 0.14] [0.07, 0.12] , · · · , [0.00, 0.00]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
The elements of the matrix Z are obtained from the Expression (6):

RN(d12) =
RN(z12)

s
=

[
4.56
36.71

,
4.94
36.71

]
= [0.12, 0.16]

where the value s is obtained from the Expression (8):

s = max
[

max
(

∑n
j=1 Lim(zij)

)
, max

(
∑n

j=1 Lim(zij)
)]

= max[max(30.74; 24.13; 24.88; 27.06; 31.66; · · · ; 21.31), max(35.10; 28.76; 30.37; 30.55; 36.71; · · · ; 27.72)]
= max[31.66; 36.71] = 36.71
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Step 4 Determination of the total relation matrix

The total relation matrix T (11) of the range 9 × 9 is determined from the Expressions (9) and (10):

Z =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

[0.242, 2.903] [0.306, 2.814] [0.368, 3.210] [0.344, 3.313] , · · · , [0.293, 2.851]
[0.277, 2.519] [0.156, 2.225] [0.290, 2.662] [0.266, 2.757] , · · · , [0.255, 2.387]
[0.303, 2.689] [0.219, 2.461] [0.219, 2.717] [0.289, 2.935] , · · · , [0.261, 2.527]
[0.294, 2.655] [0.237, 2.444] [0.346, 2.841] [0.211, 2.795] , · · · , [0.320, 2.568]

· · · · · · · · · · · · . . . · · ·
[0.234, 2.4] [0.191, 2.226] [0.286, 2.582] [0.235, 2.648] , · · · , [0.165, 2.210]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Step 5 Determination of the sum of the rows and columns of the total relation matrix T

In the total relation matrix T, the sum of the rows and columns is presented by vectors R and C
(Expressions (12) and (13)):

RN(Ri) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[2.740, 25.844]
[2.190, 21.469]
[2.278, 22.797]
[2.424, 22.705]
[2.841, 27.027]
[2.122, 20.699]
[2.522, 23.897]
[1.935, 19.686]
[1.939, 20.628]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
; RN(Ci) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[2.551, 23.891]
[2.067, 22.051]
[2.779, 25.344]
[2.541, 26.193]
[1.387, 13.850]
[2.477, 26.275]
[2.171, 19.896]
[2.554, 24.467]
[2.464, 22.784]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In order to obtain the most reliable cause-and-effect relation between criteria and efficient

production in CERD, rough values of vectors R and C are transformed into crisp values by using
(14)–(16). By applying the Expression (26), the normalization of the vector R is performed:

RN(R̂1) =

[
Lim(R̂1), Lim(R̂1)

]
=

{
Lim(R̂1) =

2.740−1.935
27.027−1.935 = 0.032

Lim(R̂1) =
25.844−2.740
27.027−1.935 = 0.953

After normalization, by applying (15), a total normalized crisp value is obtained:

β1 =

Lim(R̂1) ·
{

1 − Lim(R̂1)

}
+ Lim(R̂1) · Lim(R̂1)

1 − Lim(R̂1) + Lim(R̂1)
=

0.032 · (1 − 0.032) + 0.953 · 0.953
1 − 0.032 + 0.953

= 0.489

Finally, applying the Expression (16), crisp values of the vector Rcrisp
1 are obtained:

Rcrisp
1 = min

i

{
Lim(Ri)

}
+ β1 ·

[
max

i

{
Lim(Ri)

}− min
i

{
Lim(Ri)

}]
= 1.935 + 0.489 · (27.027 − 1.935) = 14.201

In the similar way, crisp values of other vectors (Rcrisp
i and Ccrisp

i ) are obtained and shown in
Table 3.
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Table 3. Crisp values of vectors Rcrisp
i and Ccrisp

i .

Criterion Rcrisp
i Ccrisp

i Rcrisp
i + Ccrisp

i Rcrisp
i − Ccrisp

i

C1 14.201 12.939 27.141 1.262
C2 10.678 11.270 21.948 −0.592
C3 11.663 14.171 25.835 −2.508
C4 11.708 14.628 26.336 −2.920
C5 15.157 5.545 20.702 9.612
C6 10.105 14.642 24.747 −4.538
C7 12.624 9.870 22.495 2.754
C8 9.290 13.360 22.650 −4.070
C9 9.919 12.082 22.000 −2.163

Step 6 Determination of the threshold value (α) and creation of the cause-and-effect diagram

Before determination of the α value, conversion of the elements of the rough matrix T into crisp
values was performed using Expressions (14)–(16). After obtaining the crisp values, the value of the α

is obtained, α = 1.3935 (17). Then, α value is used for determination of the cause-and-effect relation
between the evaluation criteria. Cause-and-effect relations are presented in CERD (Figure 2). In CERD,
the complex relations are visually presented, and provide information about decision making, i.e.,
which criteria are the most important and how they affect each other. Criteria from the T matrix having
values higher than the threshold value, α, are chosen to present cause-and-effect relations.

Figure 2. Cause-and-effect relations between criteria—CERD.

Step 7 Determination of the weight coefficients of the criteria

The weight coefficients of the criteria are estimated on the basis of the rough values of the vectors
RN(Ri) + RN(Ci) and RN(Ri) − RN(Ci) which are defined in Table 4.

Table 4. Rough values of vectors RN(Ri) and RN(Ci).

Criterion RN(Ri) RN(Ci) RN(Ri) + RN(Ci) RN(Ri) − RN(Ci)

C1 [2.740, 25.844] [2.551, 23.891] [5.292, 49.734] [−21.150, 23.292]
C2 [2.190, 21.469] [2.067, 22.051] [4.257, 43.521] [−19.861, 19.402]
C3 [2.278, 22.797] [2.779, 25.344] [5.057, 48.141] [−23.067, 20.018]
C4 [2.424, 22.705] [2.541, 26.193] [4.964, 48.898] [−23.770, 20.164]
C5 [2.841, 27.027] [1.387, 13.850] [4.228, 40.876] [−11.008, 25.640]
C6 [2.122, 20.699] [2.477, 26.275] [4.599, 46.975] [−24.153, 18.223]
C7 [2.522, 23.897] [2.171, 19.896] [4.693, 43.793] [−17.374, 21.725]
C8 [1.935, 19.686] [2.554, 24.467] [4.488, 44.153] [−22.532, 17.133]
C9 [1.939, 20.628] [2.464, 22.784] [4.403, 43.412] [−20.845, 18.164]
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By applying the Expressions (30) and (31), the values of the weight coefficients have
been obtained:

RN(W1) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Lim(W1) =

√(
Lim(R1) + Lim(C1)

)2
+

(
Lim(R1)− Lim(C1)

)2
=

√
(2.740 + 2.551)2 + (2.740 − 23.891)2 = 21.80

Lim(W1) =

√(
Lim(R1) + Lim(C1)

)2
+

(
Lim(R1)− Lim(C1)

)2
=

√
(25.844 + 23.891)2 + (25.844 − 2.551)2 = 54.92

Thus, we obtain rough weight vectors:

RN
(
Wj

)
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[21.802, 54.918]
[20.313, 47.650]
[23.615, 52.138]
[24.282, 52.893]
[11.792, 48.253]
[24.587, 50.385]
[17.997, 48.885]
[22.975, 47.361]
[21.305, 47.059]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
By applying the Expression (31), additive normalization of the obtained rough weight vectors is

performed. In other words, rough weight coefficients are down to the interval [0, 1]:

RN(w1) =

⎡⎢⎢⎣ Lim(W1)

max
j

{
Lim(Wj), Lim(Wj)

} ,
Lim(W1)

max
j

{
Lim(Wj), Lim(Wj)

}
⎤⎥⎥⎦ =

[
21.80
54.92

,
54.92
54.92

]
= [0.397, 1.00]

Thus, we obtain rough normalized values of the weight coefficients of the criteria:

RN
(
wj
)
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[0.397, 1.000]
[0.370, 0.868]
[0.430, 0.949]
[0.442, 0.963]
[0.215, 0.879]
[0.448, 0.917]
[0.328, 0.890]
[0.418, 0.862]
[0.388, 0.857]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
4.2. Supplier Selection Using Rough EDAS Method

After obtaining the weight values of the criteria, the expert team performed evaluation of the
alternatives which is shown in Table 5.

Table 5. Evaluation of the alternatives based on the criteria of seven experts.

E1 E2

C1 C2 C3 C4 C5 C6 C7 C8 C9 C1 C2 C3 C4 C5 C6 C7 C8 C9
A1 7 1 3 9 1 3 5 3 3 9 1 3 7 9 7 5 9 7
A2 7 3 7 9 3 5 5 5 3 7 3 9 5 7 7 5 7 5
A3 5 7 7 5 7 7 7 5 7 3 9 7 1 5 5 7 5 5
A4 5 3 3 5 7 3 9 5 5 3 7 3 1 5 3 7 5 5
A5 5 9 9 3 7 5 9 5 7 3 9 9 1 5 5 9 5 5
A6 3 7 7 3 5 3 3 3 3 5 7 7 3 5 5 3 5 3
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Table 5. Cont.

E3 E4

C1 C2 C3 C4 C5 C6 C7 C8 C9 C1 C2 C3 C4 C5 C6 C7 C8 C9
A1 3 1 1 9 1 3 3 1 3 5 3 3 9 3 1 3 1 1
A2 3 3 5 9 3 5 5 3 1 5 1 5 7 5 3 1 1 3
A3 5 3 3 7 7 3 5 3 3 7 5 5 7 5 5 3 3 5
A4 5 5 1 7 5 5 3 3 5 7 3 3 5 5 3 3 3 3
A5 5 5 5 5 9 7 5 5 5 3 5 7 5 7 7 3 5 5
A6 3 7 3 5 3 3 3 3 7 5 5 5 5 3 5 3 5 7

E5 E6

C1 C2 C3 C4 C5 C6 C7 C8 C9 C1 C2 C3 C4 C5 C6 C7 C8 C9
A1 7 1 1 9 3 7 5 7 7 5 3 3 9 1 5 3 5 5
A2 7 3 7 9 5 7 5 9 5 5 3 7 9 1 3 5 5 5
A3 5 7 5 5 9 9 7 9 7 5 5 7 7 9 7 5 7 3
A4 5 5 1 5 9 9 9 9 9 3 3 3 7 7 5 3 5 5
A5 5 9 9 1 9 5 9 9 9 7 5 9 7 9 7 5 7 3
A6 3 7 7 3 7 7 3 7 3 5 5 7 7 1 5 3 5 5

E7

C1 C2 C3 C4 C5 C6 C7 C8 C9
A1 5 3 3 9 1 5 3 5 7
A2 5 3 7 9 1 7 5 5 5
A3 5 5 7 7 9 7 5 7 5
A4 5 3 3 7 7 5 3 5 7
A5 5 5 9 7 9 3 5 7 7
A6 5 5 7 7 1 5 3 5 7

Step 1 Conversion of individual matrices into group rough matrix

After computing alternatives by the expert team and converting linguistic values intonumerical,
it is necessary to translate individual matrices of all experts into group matrix by applying the matrix
according to Zhai et al. [109]. The example of the group matrix elements evaluation is presented in
Table 6.

x̃11 = {7, 9, 3, 5, 7, 5, 5}

Lim(3) = 3.00, Lim(3) =
1
7
(7 + 9 + 3 + 5 + 7 + 5 + 5) = 5.86

Lim(5) =
1
4
(3 + 5 + 5 + 5) = 4.50, Lim(5) =

1
6
(7 + 9 + 5 + 7 + 5 + 5) = 6.33

Lim(7) =
1
6
(7 + 3 + 5 + 7 + 5 + 5) = 5.33, Lim(7) =

1
3
(7 + 9 + 7) = 7.67

Lim(9) =
1
7
(7 + 9 + 3 + 5 + 7 + 5 + 5) = 5.86, Lim(9) = 9.00

RN(x1
11) = RN(x5

11) = [5.33; 7.67]; RN(x2
11) = [5.86; 9.00]; RN(x3

11) = [3.00; 5.86];
RN(x4

11) = RN(x6
11) = RN(x7

11) = [4.50; 6.33];

xL
11 =

x1
11 + x2

11 + xs
11 + x4

11 + x5
11 + x6

11 + x7
11

S
=

5.33 + 5.86 + 3.00 + 4.50 + 5.33 + 4.50 + 4.50
7

= 4.72

xU
11 =

x1
11 + x2

11 + xs
11 + x4

11 + x5
11 + x6

11 + x7
11

S
=

7.67 + 9.00 + 5.86 + 6.33 + 7.67 + 6.33 + 6.33
7

= 7.03
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Table 6. Group rough matrix.

A1 A2 A3 A4 A5 A6

C1 [4.72, 7.03] [4.74, 6.37] [4.48, 5.52] [4.00, 5.43] [4.00, 5.43] [3.65, 4.63]
C2 [1.37, 2.35] [2.47, 2.96] [4.72, 7.03] [3.35, 4.99] [5.73, 7.69] [5.65, 6.63]
C3 [2.02, 2.84] [6.00, 7.43] [5.01, 6.65] [2.02, 2.84] [7.39, 8.83] [5.39, 6.83]
C4 [8.47, 8.96] [7.39, 8.83] [4.37, 6.60] [4.12, 6.33] [2.56, 5.67] [3.72, 5.73]
C5 [1.44, 4.26] [2.22, 4.95] [6.27, 8.28] [5.63, 7.26] [7.01, 8.65] [3.05, 5.78]
C6 [3.05, 5.78] [4.09, 5.91] [4.97, 7.28] [3.67, 5.88] [4.74, 6.37] [4.00, 5.43]
C7 [3.37, 4.35] [3.94, 4.92] [4.74, 6.37] [3.77, 6.78] [5.11, 7.78] [3.00, 3.00]
C8 [2.54, 6.38] [3.39, 6.61] [4.22, 6.95] [4.05, 6.03] [5.35, 6.99] [4.00, 5.43]
C9 [3.26, 6.12] [3.01, 4.65] [4.09, 5.91] [4.57, 6.65] [4.72, 7.03] [3.93, 6.07]

Step 2 Evaluation of the average solution compared to all criteria

The average solution compared to all criteria is obtained after applying Equation (22):

RN(AV)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[3.66, 5.74]
[3.33, 5.28]
[3.98, 5.90]
[4.38, 7.02]
[3.66, 6.53]
[3.50, 6.11]
[3.42, 5.53]
[3.36, 6.40]
[3.37, 6.07]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Step 3 Evaluation of the positive deviation RN(PDA) and negative deviation RN(NDA) from the
average solution compared to all criteria

In order to obtain the values of the positive deviation RN(PDA) (23), shown in Table 7, and the
negative deviation RN(NDA) (24) from the average solution RN(AV), shown in Table 8, compared
to all criteria, it is necessary to apply the Equations (25)–(31), and take care if criteria belong to the
Expenses or Benefit type. The procedure for the Benefit type evaluation is as follows:

First, it is necessary to apply the Equation (25). Since it is the first criterion which belongs to
Benefit type and first alternative, it is necessary to calculate the difference between alternative one on
criterion one and the average solution for the first criterion:[

XL
il − AVU

j ; XU
il − AVL

j

]
= [4.72 − 5.74; 7.03 − 3.66] = [−1.02; 3.37]

In this case, the lower limit of the obtained rough number has negative value and it is necessary
to apply the Equation (31) and then rough number [−1.02; 3.37] goes to its positive value [1.02; 3.37].
After that, it is necessary that the obtained absolute value is divided by the average solution on first
criterion (25):

[1.02; 3.37]
[3.66; 5.74]

=

[
1.02
5.74

;
3.37
3.66

]
= [0.18; 0.92]

For example, for the value of alternative one compared to third criterion, evaluating the difference
between that value and average solution, both negative values of rough number are obtained (for
upper and lower limit).By applying the Equation (29), values of rough number will be equal to zero.

On the other hand, for the value of alternative five compared to third criterion, both positive
values of rough number are obtained (for upper and lower limit). And according to the Equation (30),
they keep the same value.
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Evaluation of the RN(PDA) value for the Expenses type of the criteria is performed in the same
way, except that at the beginning, it is necessary to define the deviation of the average solution from
the alternative value of the criteria discussed in Equation (27). Evaluation of the RN(NDA) value is
performed in the same way, only Equations (26) and (28)–(31) are applied.

Table 7. Values of the positive deviation from average solution.

PDA A1 A2 A3 A4 A5 A6

C1 0.18 0.92 0.17 0.74 0.22 0.51 0.30 0.49 0.30 0.49 0.00 0.00
C2 0.19 1.17 0.07 0.84 0.00 0.00 0.32 0.58 0.00 0.00 0.00 0.00
C3 0.00 0.00 0.02 0.87 0.15 0.67 0.00 0.00 0.25 1.22 0.09 0.72
C4 0.00 0.00 0.00 0.00 0.32 0.61 0.28 0.66 0.18 1.02 0.19 0.75
C5 0.00 0.00 0.00 0.00 0.04 1.26 0.14 0.98 0.07 1.36 0.00 0.00
C6 0.00 0.00 0.33 0.69 0.19 1.08 0.00 0.00 0.22 0.82 0.00 0.00
C7 0.00 0.00 0.00 0.00 0.14 0.86 0.32 0.98 0.08 1.28 0.00 0.00
C8 0.00 0.00 0.47 0.96 0.34 1.07 0.37 0.79 0.16 1.08 0.00 0.00
C9 0.00 0.00 0.00 0.00 0.33 0.75 0.25 0.97 0.22 1.09 0.35 0.80

Table 8. Values of the negative deviation from average solution.

NDA A1 A2 A3 A4 A5 A6

C1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.57
C2 0.00 0.00 0.00 0.00 0.11 1.11 0.00 0.00 0.09 1.31 0.07 0.99
C3 0.19 0.98 0.00 0.00 0.00 0.00 0.19 0.98 0.00 0.00 0.00 0.00
C4 0.21 1.05 0.05 1.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
C5 0.09 1.39 0.20 1.18 0.00 0.00 0.00 0.00 0.00 0.00 0.32 0.95
C6 0.37 0.87 0.00 0.00 0.00 0.00 0.39 0.70 0.00 0.00 0.32 0.60
C7 0.17 0.63 0.27 0.47 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.74
C8 0.47 1.15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.32 0.71
C9 0.45 0.83 0.21 0.91 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Step 4 Weighting of the matrices RN(PDA) and RN(NDA)

By adopting the fourth step of the Rough EDAS method, i.e., Equation (32), the weighted matrix
for the positive deviation from the average value VPi is obtained, and is presented in Table 9.

Table 9. Weighted matrix VPi for the positive deviation.

VPI A1 A2 A3 A4 A5 A6

C1 0.07 0.92 0.07 0.74 0.09 0.51 0.12 0.49 0.12 0.49 0.00 0.00
C2 0.07 1.02 0.03 0.73 0.00 0.00 0.12 0.50 0.00 0.00 0.00 0.00
C3 0.00 0.00 0.01 0.82 0.07 0.64 0.00 0.00 0.11 1.16 0.04 0.68
C4 0.00 0.00 0.00 0.00 0.14 0.58 0.12 0.64 0.08 0.98 0.09 0.73
C5 0.00 0.00 0.00 0.00 0.01 1.11 0.03 0.86 0.02 1.20 0.00 0.00
C6 0.00 0.00 0.15 0.63 0.08 0.99 0.00 0.00 0.10 0.75 0.00 0.00
C7 0.00 0.00 0.00 0.00 0.05 0.77 0.10 0.88 0.03 1.14 0.00 0.00
C8 0.00 0.00 0.20 0.83 0.14 0.92 0.15 0.68 0.07 0.93 0.00 0.00
C9 0.00 0.00 0.00 0.00 0.13 0.65 0.10 0.83 0.09 0.93 0.14 0.69

By applying the Equation (33), weighted matrix for the negative deviation from the average value
is obtained and is presented in Table 10.
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Table 10. Weighted matrix VNi for the negative deviation.

VNI A1 A2 A3 A4 A5 A6

C1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.57
C2 0.00 0.00 0.00 0.00 0.04 0.97 0.00 0.00 0.03 1.14 0.03 0.86
C3 0.08 0.93 0.00 0.00 0.00 0.00 0.08 0.93 0.00 0.00 0.00 0.00
C4 0.09 1.01 0.02 0.98 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
C5 0.02 1.22 0.04 1.03 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.84
C6 0.17 0.80 0.00 0.00 0.00 0.00 0.17 0.64 0.00 0.00 0.14 0.55
C7 0.06 0.56 0.09 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.66
C8 0.20 0.99 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.61
C9 0.18 0.72 0.08 0.78 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Step 5 Determination of the Sum of the Previously Weighted Matrix

By adopting the step five, six, and seven, i.e., the Equations (34)–(38), the final results are obtained
and are presented in Table 11. Step 5 summarizes values of the previously weighted matrices RN(SPi)
(34), RN(NPi) (35).

RN(SPi) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

[0.14, 1.94]
[0.45, 3.76]
[0.70, 6.16]
[0.74, 4.88]
[0.61, 7.57]
[0.26, 2.10]

⎤⎥⎥⎥⎥⎥⎥⎥⎦
; RN(SNi) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

[0.79, 6.23]
[0.24, 3.21]
[0.04, 0.97]
[0.26, 1.57]
[0.03, 1.14]
[0.46, 4.09]

⎤⎥⎥⎥⎥⎥⎥⎥⎦
Step 6 Normalization of the RN(SP) and RN(NP) values for all the alternatives

By applying the Equation (36)

RN(NSP1) =

[
spL

1 ; spU
1
]

max
[
spL

5 ; spU
5
] =

[
0.14
7.67

;
1.94
0.61

]
= [0.02; 3.20]

and (37)

RN(NSN1) = 1 −
[
snL

1 ; snU
1
]

max
[
snL

1 ; snU
1
] = 1 −

[
0.79
6.23

;
6.23
0.79

]
= [0.87;−6.89]

normalized values are obtained, and are presented in Table 11.

Step 7 Estimation of all RN(ASi) alternatives values and their ranging

By applying the Equation (38), the values RN(ASi) are obtained and are presented in Table 11.
In the final, seventh step, the ranging towards the falling series of numbers was performed as well.
The highest value presents the best solution, whereas the lowest value is the worst solution.

Table 11. Results and ranging of the alternatives.

SPi SNi NSPi NSNi ASi Rank

A1 [0.14, 1.94] [0.79, 6.23] [0.02, 3.20] [0.87, −6.89] −1.40 5
A2 [0.45, 3.76] [0.24, 3.21] [0.06, 6.21] [0.96, −3.07] 2.08 4
A3 [0.70, 6.16] [0.04, 0.97] [0.09, 10.17] [0.99, −0.22] 5.52 2
A4 [0.74, 4.88] [0.26, 1.57] [0.10, 8.06] [0.96, −0.99] 4.07 3
A5 [0.61, 7.57] [0.03, 1.14] [0.08, 12.49] [0.99, −0.44] 6.56 1
A8 [0.26, 2.10] [0.46, 4.09] [0.03, 0.28] [0.93, −4.19] −1.48 6

Alternative five, according to the results, presents the best choice.

5. Sensitivity Analysis and Discussion

In order to determine the stability of the obtained results, sensitivity analysis has been performed.
In the first part, it assumes the change of the criteria weight through 18 different sets. In the first
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nine sets, the value of each criterion is reduced by 16%, while the value of the rest is increased by 2%,
respectively. In the tenth set, the first, the third, and the fourth criteria are reduced by 12%, and the
rest are increased by 6%, while in the eleventh set of values, the same criteria are reduced by 24%,
and the rest are increased by 12%. Since the ranges of the alternatives have not considerably changed
through previously formed sets, the next sets present more significant change of the criteria weigh
value expressed in percentage. Thus, in the 12th set, the first, the third, the fourth and the sixth criteria
are decreased by 20%, while the remaining five are increased by 16%, while in the 13th set, the first
and the fourth criteria are decreased by even 35%, and the rest are decreased by 10%. The second and
the seventh criteria in the 14th set are reduced by 28%, while the rest are increased by 8%. The 15th
set is based on the five criteria in total, because the first, third, fourth and sixth have been assigned
zero values, and the values of the rest of the criteria stay constant. In the 16th set, all criteria have
the same importance, while the lower and the upper limit of rough number is also equal. Then the
second, the fifth, and the seventh criteria in the 17th set have been assigned zero values, and the
rest stay constant. The last, 18th set has the same values of all criteria (assigned maximum value of
the first criterion in the basic calculation). In Figure 3, the ranges of the alternatives of all sets have
been presented.

 

Figure 3. Ranking of alternatives through the scenario.

In Figure 3, the range of alternatives through formed sets has been presented and, as one can see,
alternative five presents the best choice in 17 of the 18 formed scenarios. Only in the 15th set, when the
individual criteria are eliminated, does it take the second position. The same is true for alternative two,
which takes the third position only in the 17th set, while in other scenarios is in the fourth position.
Besides the stability shown in the first part of the sensitivity analysis, the comparison of the proposed
model with the other hybrid multi-criteria models has also been performed. The hybrid models used
for the comparison of the results are shown in Table 14. In order to validate the proposed model for
determination of the criteria weight, besides R’DEMATEL method, Rough AHP method [123] has
been applied as well. AHP model is chosen for the comparison, since this is the method in which
literature has already been used for the ranging of alternatives and determination of the criteria
weight [109].

For experts’ comparison of criteria sets in Rough AHP method, the same experts as in Rough
DEMATEL method participated. After the experts’ evaluation of criteria, by applying Saaty’s scale,
seven matrices of comparison of dimensions 9 × 9 were constructed in criteria sets. This is shown
in Table 12.
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By applying the expressions according to Zhai et al. [109], each of presented sequences is
transformed in rough sequence. The example of the group matrix elements evaluation is presented in
Table 13.

Lim(2) = 2.00, Lim(2) =
1
7
(4 + 3 + 2 + 3 + 3 + 4 + 3) = 3.14

Lim(3) =
1
5
(3 + 2 + 3 + 3 + 3) = 2.80, Lim(3) =

1
6
(4 + 3 + 3 + 3 + 4 + 3) = 3.33

Lim(4) =
1
7
(4 + 3 + 2 + 3 + 3 + 4 + 3) = 3.14, Lim(4) = 4.00

RN(x1
12) = RN(x6

12) = [3.14; 4.00]; RN(x2
12) = RN(x4

12) = RN(x5
12) = RN(x7

12) = [2.80; 3.33];
RN(x3

12) = [2.00; 3.14]

xL
12 =

x1
12 + x2

12 + xs
12 + x4

12 + x5
12 + x6

12 + x7
12

S
=

3.14 + 2.80 + 2.00 + 2.80 + 2.80 + 3.14 + 2.80
7

= 2.78

xU
12 =

x1
12 + x2

12 + xs
12 + x4

12 + x5
12 + x6

12 + x7
12

S
=

4.00 + 3.33 + 3.14 + 3.33 + 3.33 + 4.00 + 3.33
7

= 3.49

Table 13. Group rough matrix.

A1 A2 A3 A4 A5 A6

C1 [1, 1] [2.78, 3.49] [7.78, 8.49] [5.51, 6.22] [7.08, 7.49] [2.08, 2.49]
C2 [0.3, 0.38] [1, 1] [5.18, 5.99] [2.78, 3.83] [4.18, 4.99] [0.42, 0.63]
C3 [0.12, 0.13] [0.17, 0.19] [1, 1] [0.29, 0.33] [0.51, 0.63] [0.16, 0.17]
C4 [0.16, 0.18] [0.28, 0.38] [3.08, 3.49] [1, 1] [2.18, 2.99] [0.23, 0.29]
C5 [0.14, 0.14] [0.2, 0.24] [1.74, 1.98] [0.36, 0.47] [1, 1] [0.18, 0.20]
C6 [0.42, 0.49] [1.78, 2.49] [6.04, 6.53] [3.53, 4.51] [5.06, 5.8] [1, 1]
C7 [0.19, 0.22] [0.26, 0.32] [3.74, 3.98] [1.35, 1.92] [3.02, 3.26] [0.31, 0.33]
C8 [0.23, 0.29] [0.39, 0.49] [2.27, 2.94] [2.19, 2.91] [3.74, 3.98] [0.34, 0.38]
C9 [0.50, 1.08] [2.19, 3.52] [7.17, 8.22] [4.66, 6.15] [6.19, 7.45] [1.34, 2.23]

After defining group rough matrix (Table 13), it is necessary to define geometric middle of upper
and lower limit of group matrix of criteria, i.e., geometric middle of rows is calculated. From the
obtained matrix maximum value, the upper limit is chosen, and all other values are divided by that
one. In that way, we obtain the final values of the criteria weight:

wj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

[0.837, 1.000]
[0.354, 0.462]
[0.066, 0.073]
[0.132, 0.176]
[0.083, 0.093]
[0.495, 0.610]
[0.173, 0.196]
[0.229, 0.269]
[0.636, 0.880]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
For ranging of alternatives, the following methods were used: R’MAIRCA [104],

R’MULTIMOORA (extended in this research), R’COPRAS (extended in this research), R’MABAC [98].
Combining rough AHP and rough DEMATEL, which were used for the evaluation of the criteria
weight with R’MAIRCA, R’MULTIMOORA, R’Ctable

OPRAS, R’MABAC and R’EDAS models, ten hybrid models were developed (in total), which
are shown in Table 14. The same input data were used for all models which assumes criteria weight
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obtained from R’DEMATEL and R’AHP, and the same values from the group matrix by R’EDAS
method (Table 5).

As already mentioned in Section 3.1 of the paper, DEMATEL method is very suitable for the
design and analysis of the structural model. This is achieved by defining the cause-and-effect relation
between complex factors [95]. Cause-and-effect relations are obtained on the basis of the total direct
and indirect influences transferred from one factor to the other, but also received from the other factors.
The implementation of DEMATEL method explores interdependent factors and determines the level
of this dependency. The method is based on the graph theory, and it ensures visual planning and
problem solving. In this way, the relative factors can be divided into cause-and-effect, in order to gain
a better insight into their mutual relations. This also provides a better understanding of the complex
structure of this problem, relations between the factors, and relations between the structure level and
influence of the factors [99]. Based on all of the above, DEMATEL gives more objective insight into
weight coefficient values. Besides, the proposed modification of the DEMATEL using RN makes it
possible to take into account doubts that occur during the expert evaluation of criteria, thus bridging
the existing gap in the methodology in the treatment of uncertainty based on RN. In Section 3.2, one of
the reasons for using EDAS method is given: mathematical apparatus which assumes evaluation of
alternatives on the basis of positive and negative deviations from the average solution. Such model
presents very important support in making decisions in everyday conflict situations. Therefore, in a
very short time, EDAS method has found its way in wide application in engineering and business
problems. This method [111] has a number of extensions, and the extension by fuzzy logics [114] is
performed exactly in the field of supply chain for supplier selection. Several studies have already
been published in different fields, where this method has been applied in its traditional form or some
other forms [113–122]. Besides the mentioned advantages of EDAS method, we can point to additional
advantages important for this paper: (1) stability of the solution on change of nature and character of
the criteria; (2) provides well-structured analytical frame for ranging of alternatives; (3) the number of
steps stays the same no matter of the number of criteria; (4) very useful in the case of large number of
alternatives and criteria; (5) applicable for the qualitative and quantitative type of criteria; (6) provides
the possibility of the stability analysis of the model regarding weight factor interval change.

Some of the advantages mentioned for the EDAS model are also present in the three other
multi-criteria models (MABAC, COPRAS and MULTIMOORA) used for the validation of the
research results. According to the research of Pamučar and Ćirović (2015), MABAC, COPRAS and
MULTIMOORA belong to the group of multi-criteria models providing stable solutions no matter
of change of nature and character of criteria. Besides, they offer: (1) very well structured analytical
frame for ranging of alternatives; (2) the number of steps stays the same no matter of the number
of criteria; (3) applicable even when the information of certain attributes is missing; (4) provides
ranging of alternatives in coordinate scales without normalization process; (5) the possibility of using
the limit value for obtaining the preferences; (6) can be used for both qualitative and quantitative
type of the criteria and offers the possibility of the stability analysis regarding the weight coefficients
change. Taking all this into account, we can conclude that these models are very credible and have
wide application in solving a number of multi-criteria problems.
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Ranges of alternatives and the values of multi-criteria functions of hybrid models are shown in
Table 14. In Figure 4, the changes of the ranges of hybrid models are graphically presented.

 

Figure 4. Alternative ranges in combination of R’DEMATEL and R’AHP.

Figure 4 shows that alternative five turned out to be the best choice in all 10 models, adequately
verifying the proposed model. Alternative A3 is also in all formulated models in the same
position—second place. In other alternatives, certain differences are present, as well as dependence
from the model applied. Alternative one has the largest variation of all, because it appeared in the
last position four times, two times in the fifth position, three times in the third position, and once at
the fourth position. Alternative six is, in all models, placed in the fifth or sixth place. Alternative two
varies from third to fifth place, and alternative four is in third and fourth place in half of the cases.

For the statistical comparison of the ranges, Spirman coefficient of correlation was used (rk).
The comparison of the ranges was performed through mutual comparison of all 10 hybrid models
(Table 15).

Regarding Table 15, one can notice a good correlation of ranges between the considered
approaches, since the total average value of rk is 0.893. The least values of the correlation are obtained
by comparison of the ranges R’A-R-MAIRCA model with R’D-R-MAIRCA, R’D-R-MULTIMOORA,
R’D-R-COPRAS, and R’D-R-MABAC models, where the obtained values of rk are 0.657, 0.600, 0.600,
and 0.657, respectively. The similar values are also obtained by comparison of R’A-R-COPRAS and
R’A-R-MABAC with R’A-R-MAIRCA, R’D-R-MULTIMOORA, R’D-R-COPRAS, and R’D-R-MABAC
models. These variations in rk values arise from application of different approaches for estimation
of the weight coefficients. So, the obtained values of the weight coefficients have further influenced
the changes in the ranges of the observed models. Therefore, in further analysis, we grouped the
models using the same approaches for evaluation of the weight coefficients (R’AHP and R’DEMATEL)
and analyzed their mutual correlation. So, for R’AHP model we obtain average rk = 0.951, while for
R’DEMATEL model, we obtain rk = 0.962. Taking into account that all values of rk in the frame of
approaches (R’AHP and R’DEMATEL) are considerably higher than 0.8, as well as the average value
of rk is 0.893, we can conclude that there is a very high correlation of the ranges, and that the proposed
model has been confirmed.
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6. Conclusions

A very important aspect for objective decision making in multi-criteria models is taking
into account the uncertainty and imprecision. What often happens are difficulties in presenting
information, regarding the attributes of some decisions, through very precise (correct) numerical
values. These difficulties are the consequence of certain doubts in decision making, as well as the
complexity and uncertainty of many real factors. In this paper, R’DEMATEL–R’EDAS model has been
presented. It provides the quantification of the imprecision in group decision making by applying
rough numbers. The main idea is based on the interval approach, which assumes application of
interval numbers for the presentation of the attribute value. The advantages for the application of
rough numbers are numerous. Rough numbers use exclusively intern findings for the presentation
of the attribute value. In this way, subjectivity and assumptions are eliminated, since they can
considerably influence the attribute value and the final choice of the alternative. In the application
of rough numbers, instead of additional/external parameters, only the given data are used. In this
way, the uncertainties already present in the date are used, which has considerable influence on the
objectivity of the decision-making process. One of the additional advantages of using rough numbers
is their application on the sets with small amounts of data, for which traditional statistical models are
not suitable.

The application of rough numbers in multi-criteria decision making is presented through the
R’DEMATEL and R’EDAS hybrid model. The case study for the evaluation of the supplier in the
construction company has been performed. This study shows that rough numbers can be efficiently
applied in multi-criteria decision-making models, and can very well handle the doubts appearing in
decision making. Another important part of this paper is presenting new R’DEMATEL and R’EDAS
models, developed by the authors, which is a contribution to the present MCDM literature. The hybrid
R’DEMATEL–R’EDAS model provides objective aggregation of experts’ decisions and takes into
account subjectivity and uncertainty present in group decision making. Besides, two new approaches
have been introduced based on the combination of MCDM and rough numbers: COPRAS and Rough
MULTIMOORA. Development of these models additionally contributes to the literature considering
theoretical and practical aspects of multi-criteria techniques.

Besides the general contribution in the field of MCDM, the proposed models help in the field
of the supplier selection in the supply chains. It is shown that R’DEMATEL–R’EDAS model enables
evaluation of the supplier, despite the imprecision and lack of quantitative information present in
decision making process. In this way, the evaluation methodology and the supplier selection in the
construction company is improved. To our knowledge, there is no application of such or similar
approaches in the literature.

Since our approach is new and not much explored yet, future research will be in the direction of
the application of rough numbers in the traditional models for estimation of the weight coefficients (for
example, BestWorst Method). Also, one of the future aspects will be the integration of rough numbers in
fuzzy numbers, and application of fuzzy-rough numbers in MCDM. This would considerably improve
the exploitation of uncertainty and subjectivity always present in the decision-making process.
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96. Gigović, L.; Pamučar, D.; Božanić, D.; Ljubojević, S. Application of the GIS-DANP-MABAC multi-criteria
model for selecting the location of wind farms: A case study of Vojvodina, Serbia. Renew. Energy 2017, 103,
501–521. [CrossRef]
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348–365. [CrossRef]

111. Keshavarz Ghorabaee, M.; Zavadskas, E.K.; Olfat, L.; Turskis, Z. Multi-Criteria Inventory Classification
Using a New Method of Evaluation Based on Distance from Average Solution (EDAS). Informatica 2015, 26,
435–451. [CrossRef]

112. Keshavarz Ghorabaee, M.; Zavadskas, E.K.; Amiri, M.; Turskis, Z. Extended EDAS Method for Fuzzy
Multi-criteria Decision-making: An Application to Supplier Selection. Int. J. Comput. Commun. Control 2016,
11, 358–371. [CrossRef]
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Abstract: The rationalization of logistics activities and processes is very important in the business
and efficiency of every company. In this respect, transportation as a subsystem of logistics, whether
internal or external, is potentially a huge area for achieving significant savings. In this paper,
the emphasis is placed upon the internal transport logistics of a paper manufacturing company.
It is necessary to rationalize the movement of vehicles in the company’s internal transport, that is,
for the majority of the transport to be transferred to rail transport, because the company already
has an industrial track installed in its premises. To do this, it is necessary to purchase at least two
used wagons. The problem is formulated as a multi-criteria decision model with eight criteria
and eight alternatives. The paper presents a new approach based on a combination of the Simple
Additive Weighting (SAW) method and rough numbers, which is used for ranking the potential
solutions and selecting the most suitable one. The rough Best–Worst Method (BWM) was used
to determine the weight values of the criteria. The results obtained using a combination of these
two methods in their rough form were verified by means of a sensitivity analysis consisting of a
change in the weight criteria and comparison with the following methods in their conventional
and rough forms: the Analytic Hierarchy Process (AHP), Technique for Ordering Preference by
Similarity to Ideal Solution (TOPSIS) and MultiAttributive Border Approximation area Comparison
(MABAC). The results show very high stability of the model and ranks that are the same or similar in
different scenarios.

Keywords: internal transport; rough Best–Worst Method (BWM); rough Simple Additive Weighting
(SAW); logistics; railway wagon

1. Introduction

In the past decade, companies have recognized the significance of logistics for their complete
system, as well as its outstanding importance in the global environment, as confirmed by Koskinen
and Hilmola [1], in which the rationalization of basic logistics subsystems plays a key role. Transport is
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the most expensive logistics subsystem; that is, it causes the highest percentage of logistics costs. These
costs are kept to a daily minimum, especially in large companies that have a large amount of transport
movements on a daily basis. The research carried out in this paper relates to a paper manufacturing
company, which is the largest company in its region and in its field, both from the aspect of the level of
production, and in its efficiency of operations. However, by monitoring all of its logistics subsystems
for a number of months, certain shortcomings were observed, as well as possibilities for making
savings. In addition to the warehouse system of the company that currently represents one of the
problems due to insufficient space for storing finished products, the internal transport is dominated by
a certain amount of irrational movements of vehicles. To bring the logistics systems into a state of high
rational functioning, a project was carried out to centralize the warehouse system that opens up new
opportunities. As part of the project, since the company has railway infrastructure, it is necessary to
redirect almost all of the internal transport to railway traffic, because it is well known that rail transport
is cheaper than road transport. To achieve this, it is necessary to purchase at least two wagons that
would meet the needs of internal transport. The paper defines a model of multi-criteria decision
making consisting of eight wagons that represent the alternatives and eight criteria for their selection.
In addition, a heterogeneous team of experts was formed to evaluate the elements of this model.

This paper has several objectives. The first objective is to improve the methodology for dealing
with imprecision in the field of multi-criteria decision making by presenting the new Rough SAW
algorithm. The second goal of this paper is to affirm the idea of rough numbers (RN) through a detailed
presentation of the arithmetic operations with RN that are characteristic for multi-criteria decision
making. Finally, the third goal of this paper is to bridge the gap in the methodology for evaluating
the elements of internal transport, i.e., railway wagons, through a new approach to dealing with
imprecision based on RN.

In addition to the introduction and conclusion, the paper has four sections (Sections 2–5). Section 2
gives a literature review with an emphasis on the SAW method, while Section 3 is a description of the
method used. The basic assumptions are given concerning rough numbers and the detailed algorithm
is presented for the rough BWM and novel rough SAW methods. This section also presents a new
linguistic scale for evaluating alternatives, depending on the type of criteria. Section 4 presents the
selection of a wagon in the paper manufacturing company using the new rough SAW method. Section 5
is a sensitivity analysis that checks the stability of the model and the results obtained.

2. Literature Review

Multi-criteria decision making has wide application in all areas, and, when it comes to logistics,
its transport subsystem is often used to select the type of transport [2,3]. A study on the evaluation
and selection of sustainable transport means has been carried out [4] as well as the evaluation of
transport systems in Brazil [5], the prioritization of the investments in transport infrastructure [6] and
the selection of logistics providers [7,8], while, in another study [9], the evaluation of city logistics
scenarios was carried out. The systematization of methods belonging to the field of multi-criteria
decision making that are applied in the field of transport systems was carried out by Mardani et al. [10]
in which the authors conclude that these methods are adequate and offer significant help when making
decisions in the area of transportation. Turskis and Zavadskas [11] presented a new multi-criteria
model in order to select a location for a logistics center, which is a commonly considered problem
using multi-criteria methods [12,13]. Logistics systems are extremely important for the functioning of
the complete supply chain, so almost every day the evaluation and selection of suppliers is carried
out [8,14,15] and this is one of the most important steps in optimizing logistics systems.

The literature related to the application of different models of multi-criteria decision making
considers two basic approaches: (1) multi-attribute decision making; and (2) multi-objective decision
making. In each of these two approaches, there are a number of methods whose differences are
primarily seen in different mathematical algorithms [16]. In addition to the difference in mathematical
procedures, Pohekar and Ramachandran [16] point out that multi-criteria models can also be classified
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as deterministic, stochastic or fuzzy models. Clarsson and Fuller [17] presented the categorization of
multi-criteria models by means of four basic units. One of the categorizations is value and utility theory
approaches, which includes the application of models to determine the relative significance of the
optimization criteria and the alternatives. Within this category, most of the methods rely on the weight
values of the optimization criteria, and the basic representatives are: Simple Additive Weighting (SAW),
Analytic Hierarchy Process (AHP), fuzzy conjuctive/disjunctive methods, fuzzy outranking methods
and max-min methods. Of these methods, alongside the AHP method, the SAW method has had
the most common modifications and the widest application in solving multi-criteria models [16,18].
The SAW method is still also well-known as the weighted linear combination or scoring method.
Many authors decide to apply this simple mathematical apparatus to solve various multi-criteria
problems [19–22]. In the literature, in addition to the traditional SAW method, its modifications based
on fuzzy theory are also well-known [23–27].

Shameli et al. [20] presented the application of the traditional (crisp) SAW method for solving a
practical model for information security risk assessment. In addition to the traditional SAW method,
Shameli et al. [20] used the TOPSIS model and the fuzzy modification of the SAW method to compare
the results obtained. Afshari et al. [28] used the traditional SAW model to solve the personnel selection
problem in Iran. Deni et al. [24] used the fuzzy SAW (FSAW) model to select high achieving students at
the faculty level. Gupta and Gupta [25] used the SAW model to analyze the existing system of vendor
rating. Azzizollah et al. [29] applied the fuzzy Delphi method to the collection of expert opinions when
selecting suitable maintenance strategies. In that study, the optimal maintenance strategy was proposed
by applying the crisp SAW model. Chen [30] modified the SAW algorithm by applying interval-valued
fuzzy (IVF) sets. The SAW method was also used to evaluate the efficiency of diesel locomotives [31],
while Jakimavičius and Burinskiene [32] used it to evaluate development scenarios based on modeling
transport systems. Because of its simple and reliable algorithm, the SAW method has found application
in solving various problems, such as: selecting the optimal maintenance strategy [26], selecting
locations [33,34], the machine tool selection problem [35], personnel selection [28,36], and comparative
analysis without application [23,30].

This overview shows that the literature is familiar with the crisp SAW, FSAW and IVF SAW
algorithms. Bearing in mind that the SAW method falls into the category of methods that have
found the widest application in solving multi-criteria models [16,18], further development of the
SAW method through the application of other uncertainty approaches is justified. To achieve the
greatest objectivity in deciding and appreciating uncertainty in decision making, numerous uncertainty
approaches have been developed in the field of multi-criteria decision making: fuzzy theory [37],
rough theory [38,39], grey theory [40,41], Z numbers [42,43], etc. Today, in addition to fuzzy theory,
the most commonly used theory for dealing with imprecision in the decision-making process is rough
theory, that is, rough numbers [44–47]. Having in mind all the advantages of using rough theory [38,39]
in the decision-making process, the authors have decided in this paper to show the modification of the
SAW algorithm and BWM using rough numbers (RBWM-SAW), which is an original contribution.

3. Methods

3.1. Operations with Rough Numbers

In rough set theory, any vague idea can be represented as a couple of exact concepts based on the
lower and upper approximations. This is shown in Figure 1.
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Figure 1. Elementary concept of rough set theory.

Suppose U is the universe which contains all the objects, Y is an arbitrary object of U, R is a set
of t classes {G1, G2, . . . , Gt} that cover all the objects in U, R = {G1, G2, . . . , Gt}. If these classes are
ordered as {G1 < G2 < . . . < Gt} , then ∀Y ∈ U, Gq ∈ R, 1 ≤ q ≤ t, by R (Y) we mean the class to
which the object belongs, the lower approximation (Apr(Gq)), upper approximation (Apr(Gq)) and
boundary region (Bnd(Gq)) of class Gq are, according to [48], defined as:

Apr(Gq) = {Y ∈ U/R(Y) ≤ Gq
}

(1)

Apr(Gq) = {Y ∈ U/R(Y) ≥ Gq
}

(2)

Bnd(Gq) = {Y ∈ U/R(Y) �= Gq
}
= {Y ∈ U/R(Y) > Gq

} ∪ {Y ∈ U/R(Y) < Gq
}

(3)

Then, Gq can be shown as rough number (RN(Gq)), which is determined by its corresponding
lower limit (Lim(Gq)) and upper limit (Lim(Gq)) where:

Lim(Gq) =
1

ML
∑

{
Y ∈ Apr(Gq)

}
R(Y) (4)

Lim(Gq) =
1

MU
∑

{
Y ∈ Apr(Gq)

}
R(Y) (5)

RN(Gq) =
[
Lim(Gq), Lim(Gq)

]
(6)

where ML, MU are the numbers of objects that contained in Apr(Gq) and Apr(Gq), respectively.
The difference between them is expressed as rough boundary interval (IRBnd(Gq)):

IRBnd(Gq) = Lim(Gq)− Lim(Gq) (7)

The operations for two rough numbers RN(α) =
[
Lim(α), Lim(α)

]
and RN(β) =[

Lim(β), Lim(β)
]

according to Zhai et al. [49] are:
Addition (+) of two rough numbers RN(α) and RN(β)

RN(α) + RN(β) =
[
Lim(α) + Lim(β), Lim(α) + Lim(β)

]
(8)

Subtraction (−) of two rough numbers RN(α) and RN(β)

RN(α)− RN(β) =
[
Lim(α)− Lim(β), Lim(α)− Lim(β)

]
(9)

Multiplication (×) of two rough numbers RN(α) and RN(β)

RN(α)× RN(β) =
[
Lim(α)× Lim(β), Lim(α)× Lim(β)

]
(10)

151



Symmetry 2017, 9, 264

Division (/) of two rough numbers RN(α) and RN(β)

RN(α)/RN(β) =
[
Lim(α)/Lim(β), Lim(α)/Lim(β)

]
(11)

Scalar multiplication of rough number RN(α), where μ is a nonzero constant

μ × RN(α) =
[
μ × Lim(α), μ × Lim(α)

]
(12)

3.2. Best–Worst Method

The BWM [50] is one of the more recent methods. Some of the advantages that cause authors
decide to use BWM are as follows: (1) in comparison with the AHP method, which until the
establishment of this method was in comparable and most commonly used to determine weight
coefficients [48], it requires a smaller number of pairwise comparisons (in the AHP method, the number
of comparisons is n(n − 1)/2, while, for the BWM, the number of comparisons is 2n − 3; (2) weight
coefficients determined using the BWM are more reliable, since comparisons in this method are made
with a higher degree of consistency compared with the AHP method; (3) with most MCDM models
(e.g., AHP), the degree of consistency checks whether the comparison of criteria is consistent or not,
while, in BWM, the degree of consistency is used to determine the level of consistency because the
outputs from BWM are always consistent; and (4) the BWM for pairwise comparison of the criteria
requires only integer values, which is not the case with other MCDM methods (e.g., AHP) which also
require fractional numbers.

To more comprehensively take into account the imprecision that appears in the group decision
making process, a modification of the Best–Worst (BWM) method was carried out using rough numbers
(RN). By using rough numbers, the need for additional information to determine the uncertainty of the
intervals of the numbers is eliminated. This maintains the quality of the existing data in group decision
making and the perceptions of the experts are expressed objectively in aggregated Best-to-Others
(BO) and Others-to-Worst (OW) vectors. Since this is a recent method [50], there are not many BWM
modifications in the literature. In the literature until now, the majority of authors have applied
the traditional (crisp) BWM algorithm [50–54] and a modification of the BW method carried out
with fuzzy numbers [55,56]. The approach presented in this chapter introduces RN, which secure a
more objective evaluation of the criteria in cases where there is imprecision in the expert decisions.
The proposed modification of BWM using RN (RBWM (the Rough Best–Worst Method)) makes it
possible to consider doubts that arise during the expert evaluation of the criteria. The RBWM makes it
possible to bridge the existing gap that exists in the BWM methodology by applying a new approach
in treating imprecision that is based on RN. The next section presents the algorithm for the RBWM
that includes the following steps:

Step 1. Determining the set of evaluation criteria. This starts from the assumption that the process
of decision making involves m experts. In this step, experts consider the set of evaluation criteria and
select the final set of criteria C = {c1, c2, . . . cn}, where n represents the total number of criteria.

Step 2. Determining the most significant (most influential) and worst (least significant) criteria.
The experts decide on the best and the worst criteria from the set of criteria C = {c1, c2, . . . cn}.
If the experts decide on two or more criteria as the best, or worst, the best and worst criteria are
selected arbitrarily.

Step 3. Determining the preferences of the most significant (most influential) criteria (B) from
set C over the remaining criteria from the defined set. Under the assumption that there are m experts
and n criteria under consideration, each expert should determine the degree of influence of the best
criterion B on the criteria j (j = 1, 2, . . . , n). This is how we obtain a comparison between the best
criterion and the other criteria. The preference of criterion B compared to the j-th criterion defined by
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the e-th expert is denoted with ae
Bj (j = 1, 2, . . . , n; 1 ≤ e ≤ m). The value of each pair ae

Bj takes a value
from the predefined scale in interval ae

Bj ∈ {1, 9}. As a result, a Best-to-Others (BO) vector is obtained:

Ae
B = (ae

B1, ae
B2, . . . , ae

Bn); 1 ≤ e ≤ m (13)

where ae
Bj represents the influence (preference) of the best criterion B over criterion j, whereby ae

BB = 1.

This is how we obtain BO matrices A1
B, A2

B, . . . , Am
B for each expert.

Step 4. Determining the preferences of the criteria from set C over the worst criterion (W) from
the defined set. Each expert should determine the degree of influence of criterion j (j = 1, 2, . . . , n)
in relation to criterion W. The preference of criterion j in relation to criterion W defined by the e-th
expert is denoted as ae

jW (j = 1, 2, . . . , n; 1 ≤ e ≤ m). The value of each pair ae
jW takes a value from the

predefined scale in interval. As a result, an Others-to-Worst (OW) vector is obtained:

Ae
W = (ae

1W , ae
2W , . . . , ae

nW); 1 ≤ e ≤ m (14)

where ae
jW represents the influence (preference) of criterion j in relation to criterion W, whereby

ae
WW = 1. This is how we obtain OW matrices A1

W , A2
W , . . . , Am

W for each expert.
Step 5. Determining the rough BO matrix for the average answers of the experts. Based on the BO

matrices of the experts’ answers Ae
B =

[
ae

Bj

]
1×mn

, we form matrices of the aggregated sequences of

experts A∗e
B

A∗e
B =

[
a1

B1, a2
B1, . . . , am

B1; a1
B2; a2

B2; . . . ; am
B2, . . . , a1

Bn; a2
Bn, . . . , am

Bn

]
1×mn

(15)

where ae
Bj =

{
a1

Bj, a2
Bj, . . . , am

Bn

}
represents sequences by means of which the relative significance

of criterion B is described in relation to criterion j. Using Equations (1)–(6), each sequence ae
Bj is

transformed into rough sequence RN
(

ae
Bj

)
=

[
Lim(ae

Bj), Lim(ae
Bj)

]
, where Lim(ae

Bj) represents the

lower limit and Lim(ae
Bj) represents upper limit of the rough sequence RN

(
ae

Bj

)
.

Thus, for sequence RN
(

ae
Bj

)
, we obtain a BO matrix A∗1

B , A∗2
B , . . . , A∗m

B . By applying
Equation (16), we obtain the average rough sequence of the BO matrix:

RN(aBj) = RN(a1
Bj, . . . , ae

Bj) =
[

aL
Bj, aU

Bj

]
(16)

where aL
Bj = 1

m

m
∑

e=1
aeL

Bj and aU
Bj = 1

m

m
∑

e=1
aeU

Bj , e represents the e-th expert (e = 1, 2, . . . , m), RN
(

ae
Bj

)
represents the rough sequences. We thus obtain the averaged rough BO matrix of average responses AB,

AB = [aB1, aB2, . . . , aBn]1×n (17)

Step 6. Determining the rough OW matrix of average expert responses. Based on the WO matrices
of the expert responses Ae

W =
[

ae
jW

]
1×n

, as with the rough BO matrices, for each element ae
jW , we form

matrices of the aggregated sequences of the experts A∗e
W

A∗e
W =

[
a1

1W , a2
1W , . . . , am

1W ; a1
2W ; a2

2W ; . . . ; am
2W , . . . , a1

nW ; a2
nW , . . . , am

nW

]
1×mn

(18)

where ae
jW =

{
a1

jW , a2
jW , . . . , am

nW

}
represents the sequence with which the relative significance of

criterion j is described in relation to criterion W.
As in Step 5, using Equations (1)–(6), the sequences ae

jW are transformed into rough sequences

RN
(

ae
jW

)
=

[
Lim(ae

jW), Lim(ae
jW)

]
. Thus, for each rough sequence of expert e (1 ≤ e ≤ m), a rough
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BO matrix is formed. Equation (19) is used to average the rough sequences of the OW matrix of the
experts to obtain an averaged rough OW matrix.

RN(ajW) = RN(a1
jW , a2

jW , . . . , ae
jW) =

⎧⎪⎪⎨⎪⎪⎩
aL

jW = 1
m

m
∑

e=1
aeL

jW

aU
jW = 1

m

m
∑

e=1
aeU

jW

(19)

where e represents the e-th expert (e = 1, 2, . . . , m), RN(ajW) represents the rough sequences. Thus,
we obtain the averaged rough OW matrix of average responses AW

AW = [a1W , a2W , . . . , anW ]1×n (20)

Step 7. Calculation of the optimal rough values of the weight coefficients of the criteria
[RN(w1), RN(w2), . . . , RN(wn)] from set C. The goal is to determine the optimal value of the
evaluation criteria, which should satisfy the condition that the difference in the maximum absolute
values (21) ∣∣∣∣∣RN(wB)

RN(wj)
− RN(aBj)

∣∣∣∣∣ and
∣∣∣∣ RN(wj)

RN(wW)
− RN(wjW)

∣∣∣∣ (21)

for each value of j is minimized. To meet these conditions, the solution that satisfies the maximum

differences according to the absolute value
∣∣∣ RN(wB)

RN(wj)
− RN(aBj)

∣∣∣ and
∣∣∣ RN(wj)

RN(wW )
− RN(wjW)

∣∣∣ should be

minimized for all values of j. For all values of the interval rough weight coefficients of the criteria
RN(wj) =

[
Lim(wj), Lim(wj)

]
= [wL

j , wU
j ] the condition is met that 0 ≤ wL

j ≤ wU
j ≤ 1 for each

evaluation criterion cj ∈ C. The weight coefficient wj belongs to interval [wL
j , wU

j ], that is, wL
j ≤ wU

j for
each value j = 1, 2, . . . , n. On this basis, we can conclude that in the case of the rough values of the
weight coefficients of the criteria, the condition is met that ∑n

j=1 wL
j ≤ 1 and ∑n

j=1 wU
j ≥ 1. In this way,

the condition is met that the weight coefficients are found at interval wj ∈ [0, 1], (j = 1, 2, . . . , n) and
that ∑n

j=1 wj = 1.
The previously defined limits will be presented in the following min-max model:

minmax
j

{∣∣∣ RN(wB)
RN(wj)

− RN(aBj)
∣∣∣, ∣∣∣ RN(wj)

RN(wW )
− RN(wjW)

∣∣∣}
s.t.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∑n
j=1 wL

j ≤ 1

∑n
j=1 wU

j ≥ 1;
wL

j ≤ wU
j , ∀j = 1, 2, . . . , n

wL
j , wU

j ≥ 0, ∀j = 1, 2, . . . , n

(22)

where RN(wj) =
[
Lim(wj), Lim(wj)

]
= [wL

j , wU
j ] is the rough weight coefficient of a criterion.

Model (22) is equivalent to the following model:

minξ

s.t.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣∣∣ wL
B

wU
j
− aU

Bj

∣∣∣∣ ≤ ξ;
∣∣∣∣wU

B
wL

j
− aL

Bj

∣∣∣∣ ≤ ξ;∣∣∣∣ wL
j

wU
W
− aU

jW

∣∣∣∣ ≤ ξ;
∣∣∣∣ wU

j

wL
W
− aL

jW

∣∣∣∣ ≤ ξ;

∑n
j=1 wL

j ≤ 1;

∑n
j=1 wU

j ≥ 1;
wL

j ≤ wU
j , ∀j = 1, 2, . . . , n

wL
j , wU

j ≥ 0, ∀j = 1, 2, . . . , n

(23)
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where RN(wj) = [wL
j , wU

j ] represents the optimum values of the weight coefficients, RN(wB) =

[wL
B, wU

B ] and RN(wW) = [wL
W , wU

W ] represents the weight coefficients of the best and worst criterion

respectively, while RN(ajW) =
[

aL
j , aU

j

]
and RN(aBj) =

[
aL

Bj, aU
Bj

]
, respectively, represent the values

from the average rough OW and rough BO matrices (see Equations (17) and (20)).
By solving model (23) we obtain the optimal values of the weight coefficients for the evaluation

criteria [RN(w1), RN(w2), . . . , RN(wn)] and ξ∗.
The consistency ratio is a very important indicator by means of which we check the consistency

of the pairwise comparison of the criteria in the rough BO and rough OW matrices.

Definition 1. Comparison of the criteria is consistent when condition RN(aBj)× RN(ajW) = RN(aBW) is
fulfilled for all criteria j, where RN(aBj), RN(ajW) and RN(aBW) respectively represent the preference of the
best criterion over criterion j, the preference of criterion j over the worst criterion, and the preference of the best
criterion over the worst criterion.

However, when comparing the criteria it can happen that some pairs of criteria j are not completely
consistent. Therefore, the next section defines the consistency ratio (CR), which gives us information
on the consistency of the comparison between the rough BO and rough OW matrices. To show how
the CR is determined, we start from a calculation of the minimum consistency when comparing the
criteria, which is explained in the following section.

As previously indicated, pairwise comparison of the criteria is carried out based on a predefined
scale in which the highest value is 9 or any other maximum from a scale defined by the decision
maker. The consistency of the comparison decreases when RN(aBj)× RN(ajW) is less or greater than
RN(aBW); that is, when RN(aBj)× RN(ajW) �= RN(aBW). It is clear that the greatest inequality occurs
when RN(aBj) and RN(ajW) have the maximum values that are equal RN(aBW), which continues to
affect the value of ξ. Based on these relationships we can conclude that[

RN(wB)/RN(wj)
]× [

RN(wj)/RN(wW)
]
= RN(wB)/RN(wW) (24)

As the largest inequality occurs when RN(aBj) and RN(ajW) have their maximum values, then we
need to subtract the value of ξ from RN(aBj) and RN(ajW) and add RN(aBW). Thus, we obtain
Equation (25): [

RN(aBj)− ξ
]× [

RN(ajW)− ξ
]
= [RN(aBW) + ξ] (25)

Since for the minimum consistency RN(aBj) = RN(ajW) = RN(aBW) applies, we present
Equation (25) as

[RN(aBW)− ξ]× [RN(aBW)− ξ] = [RN(aBW) + ξ] ⇒ ξ2 − [1 + 2RN(aBW)]ξ +
[

RN(aBW)2 − RN(aBW)
]
= 0 (26)

Since we are using rough numbers, and if there is no consensus between the DM on their
preferences of the best criterion over the worst criterion, then RN(aBW) will not have a crisp value but
we will use RN(aBW) =

[
aL

BW , aU
BW

]
. Since for RN the condition aL

BW ≤ aU
BW applies, we can conclude

that the preference of the best criterion over the worst cannot be greater than aU
BW . In this case, when

we use upper limit aU
BW for determining the value of CI, then all values connected with RN(aBW)

can use the CI obtained for calculating the value of CR. We can conclude this from the fact that the
consistency index, which corresponds to aU

BW , has the highest value in interval
[
aL

BW , aU
BW

]
. Based on

this conclusion, we can transform Equation (26) in the following way

ξ2 −
(

1 + 2aU
BW

)
ξ +

(
aU

BW
2 − aU

BW

)
= 0 (27)

By solving Equation (27) for the different values of aU
BW , we can determine the maximum possible

values of ξ, which is the CI for the R-BW method. Since we obtain the values of RN(aBW), i.e., aU
BW ,
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based on the aggregated decisions of the DM, and these change the RN interval, it is not possible to
predefine the values of ξ. The values of ξ depend on uncertainties in the decisions, since uncertainties
change the RN interval. As explained in the algorithm for the R-BW method, interval

[
aL

BW , aU
BW

]
changes depending on uncertainties in evaluating the criteria.

If the DM agree on their preference for the best criterion over the worst then aBW represents the
crisp value of aBW from the defined scale and then the maximum values of ξ apply for different values
of aBW ∈ {1, 2, . . . , 9}, Table 1.

Table 1. Values of the consistency index (CI).

aBW 1 2 3 4 5 6 7 8 9

CI (maxξ) 0.00 0.44 1.00 1.63 2.30 3.00 3.73 4.47 5.23

In Table 1, the values aBW are taken from the scale {1, 2, . . . , 9} which is defined in [50]. Based on
CI (Table 1), we obtain the consistency ratio (CR)

CR =
ξ∗

CI
(28)

The CR takes values from interval [0, 1], where values closer to zero show high consistency, while
the values of CR closer to one show low consistency.

3.3. Rough SAW Method

As already mentioned in the previous section, the SAW method is a simple and easily applicable
method of multi-criteria decision making. However, using only crisp numbers, it is impossible to
obtain results that treat uncertainty and objectivity in an adequate way. Therefore, this paper continues
by presenting a new approach that combines the SAW method and rough numbers. The Rough SAW
method consists of the following steps:

Step 1: Define the problem that needs to be solved, which is made up of m alternatives and
n criteria.

Step 2: Form a group of k experts, who evaluate the alternatives according to all the criteria using
the following linguistic scale shown in Table 2.

Table 2. Linguistic scale for evaluating the alternatives depending on the type of criteria.

Linguistic Scale For Criteria Max Type (Benefit Criteria) For Criteria Min Type (Cost Criteria)

Very Poor (VP) 1 9
Poor (P) 3 7

Medium (M) 5 5
Good (G) 7 3

Very Good (VG) 9 1

Table 2 shows a new linguistic scale, based on which a group of experts evaluates the alternatives,
taking into account the type of criteria (benefit or cost). In this method of solving engineering problems,
it is very important that the evaluation of potential solutions is carried out in an adequate way, therefore
implying the application of the mentioned scale. When we have criteria such as for example cost or
income that can be shown quantitatively, there will be no complications in solving the problem as long
as all criteria can be expressed quantitatively. However, this is not the case when evaluation is carried
out using a linguistic scale (qualitative criteria) and when, right at the beginning of quantifying the
criteria, there is an incorrect evaluation by experts, since the type of criteria has not been taken into
account. If this is the case, it cannot be replaced later by normalization, and the application of a new
scale is recommended.
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Step 3: Convert individual matrices into a group rough matrix. It is necessary to transform each
individual matrix of experts k1, k2, . . . , kn into a rough group matrix using Equations (1)–(6):

RGN =

⎡⎢⎢⎢⎢⎣
[
xL

11, xU
11
][

xL
21, xU

21
]

...[
xL

m1, xU
m1
]

[
xL

12, xU
12
][

xL
22, xU

22
]

...[
xL

m2, xU
m2
]

· · ·
· · ·
. . .
· · ·

[
xL

1n, xU
1n
][

xL
2n, xU

2n
]

...[
xL

mn, xU
mn

]

⎤⎥⎥⎥⎥⎦ (29)

Step 4: Normalize the group matrix using Equations (30) and (31):

rij =

[
xL

ij; xU
ij

]
max

[
x+L

ij ; x+U
ij

] f or C1,C2, . . . , CnεB (30)

[
xL

ij; xU
ij

]
denotes the values of the alternatives according to criteria from the initial rough

group matrix, while max
[

x+L
ij ; x+U

ij

]
denotes maximum value of criterion if criterion belongs a set of

benefit criteria.

rij =
min

[
x−L

ij ; x−U
ij

]
[

xL
ij; xU

ij

] f or C1,C2, . . . , CnεC (31)

[
xL

ij; xU
ij

]
denotes the values of the alternatives according to criteria from the initial rough group

matrix, while min
[

x−L
ij ; x−U

ij

]
denotes minimal value of criterion if criterion belongs a set of cost criteria.

The values are marked with “+” and “−” to make it easier to recognize those which belong to
different types of criteria.

The previously written equations can be more simply expressed as:

rij =

[
xL

ij

x+U
ij

;
xU

ij

x+L
ij

]
f or C1,C2, . . . , CnεB (32)

rij =

[
x−L

ij

xU
ij

;
x−U

ij

xL
ij

]
f or C1,C2, . . . , CnεC (33)

Then, a normalized matrix is obtained:

Rn =

⎡⎢⎢⎢⎢⎣
[
rL

11, rU
11
][

rL
21, rU

21
]

...[
rL

m1, rU
m1
]

[
rL

12, rU
12
][

rL
22, rU

22
]

...[
rL

m2, rU
m2
]

· · ·
· · ·
. . .
· · ·

[
rL

1n, rU
1n
][

rL
2n, rU

2n
]

...[
rL

mn, rU
mn

]

⎤⎥⎥⎥⎥⎦ (34)

rij from matrix Rn denotes normalized values obtained using Equations (30) and (31)
Step 5: Weight the normalized matrix:

Vn =
[
vL

ij; vU
ij

]
mxn

vL
ij = wL

J × rL
ij, i = 1, 2, . . . m, j

vU
ij = wU

J × rU
ij , i = 1, 2, . . . m, j

(35)

where wj
L is the lower limit, and wj

U is the upper limit of the weights of the criteria, expressed as
rough numbers obtained using rough AHP or rough BWM as is the case in this paper.
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Step 6: Sum all of the values of the alternatives obtained (summing by rows):

S =
[
sL

ij; sU
ij

]
(36)

Step 7: Rank the alternatives in descending order; that is, the highest value is the best alternative.
To rank the potential solutions more easily, the rough number can be converted into a crisp number
using the average value.

4. Case Study

The company in which the research was carried out to select wagon for its internal transport is
classified as a large company, since it has over 1000 workers and is an enormous elaborate complex
that spreads over approximately 1,000,000 m2. As already stated at the beginning of the paper, it is a
manufacturing company in which the logistics subsystem and processes are its dominant activities,
starting from the procurement of raw materials for the manufacture of paper, through the production
process, transport and storage to the dispatch of finished products to end users. The company
continuously works in three shifts, thus it achieves a large volume of production on a daily basis and
sells its finished products worldwide to more than forty countries. This is also evidenced by the fact
that it is currently fifth in its total amount of exports for the entire territory of Bosnia and Herzegovina.
At the beginning of 2017, a centralization project for the warehouse system of the company was carried
out, which could greatly contribute to achieving significant savings on an annual basis and which
recommends changes in its internal transport. Since there are five production machines spatially
located close to the proposed central warehouse, it is necessary to deliver the finished products to
it in an optimal manner with, of course, the lowest possible costs. To achieve this, it is necessary to
perform a complete rationalization of the movement of vehicles within the logistics subsystem of
internal transport. Currently, most of the internal transport is carried out by means of road transport
which burdens the company’s logistics system with unnecessary costs. Most of this transport should
be carried out by rail, since the company already has railway infrastructure installed as shown in
Figure 2.

 

Figure 2. Industrial track within the company.

Currently, one small part of the internal transport is carried out in this way, for which the company
uses one series S wagon (special open type flat wagon) which has been adapted to obtain a closed rail
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wagon. As a towing vehicle for this wagon, the company uses the loco tractor shown in Figure 3 which
is the property of the company.

Figure 3. Loco tractor for carrying out internal transport.

In order for the company to achieve the anticipated savings and to rationalize the movement of
transport vehicles, it is necessary to purchase at least two second-hand wagons for the undisturbed
running of the majority of the internal transport by rail network. To this end, a heterogeneous expert
team was formed consisting of managers in the logistics subsystem of the company, two experts
from the Ministry of Transport and Communication and long-time professors in the field of railway
transport and logistics from Serbia and Bosnia and Herzegovina. The expert team, whose members
were familiar with the situation in the company and its current needs and requirements, performed
the first assessment of the criteria shown in Table 3 based on nine point scale.

Table 3. The criteria defined for the selection of the wagon.

Criteria Characteristics and Meaning of the Criteria

C1 Price of the wagon The price of the second-hand wagon is the value expressed in monetary units

C2 Maintenance conditions
The maintenance conditions include the ease of maintaining the wagon, the
possibility of personal maintenance, and the cost of maintaining the wagon,
etc.

C3 Exploitation time Since the wagons are second-hand, their age and the time they spent in use
can play a role in their selection.

C4 Load capacity Load capacity (bearing capacity) is a value expressed in tons i.e., the total
mass that it is possible to place inside the wagon.

C5
Manipulative
convenience

Manipulative convenience covers the ease of maneuverability by means of
loading vehicles, in this case forklifts, and the possibility or impossibility of a
forklift completely entering a wagon.

C6 Time of last revision This is the time passed since the last regular inspection of the wagon.

C7
State of the bandages and
flanges of the wheels

This is the quality and amount of wear and tear on the bandages and flanges
of the wheels.

C8 Ecological factor
The ecological factor includes the influence of the wagon on the environment,
for example, noise produced by a wagon that can affect the psycho-physical
condition of employees.
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To implement the RBWM algorithm, the experts determined the best (B) and the worst (W)
criterion by consensus. On this basis, the experts determined the BO vectors (15) in which the
advantage of B criterion over other criteria from the defined set was considered.

A∗
B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2 2 2 2 2 2 3
2 3 3 2 2 3 3
6 5 6 5 5 6 5
1 1 1 1 1 1 1
5 4 5 5 4 4 5
6 7 6 7 7 6 6
7 8 8 8 7 8 7
8 9 9 9 8 9 8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
After defining the BO vector, the experts determined the OW vectors (18) in which the advantage

of the remaining criteria over W criterion was defined from the defined set.

A∗
B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

8 8 8 8 8 7 8
7 7 6 7 7 7 6
5 4 5 5 4 4 5
8 9 9 9 9 9 8
6 6 6 5 5 6 6
3 3 3 2 2 3 3
3 2 3 2 2 2 3
1 1 1 1 1 1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Evaluation of the criteria was carried out using the scale ae

Bj, ae
jW ∈ {1, 9}, where 1 indicates in

significant domination, while 9 signifies exceptional domination. The expert comparisons through the
BO and OW vectors are shown in Table 4.

Table 4. BO and OW vectors of the expert assessments.

BO OW

Criteria E1 E2 E3 E4 E5 E6 E7 E1 E2 E3 E4 E5 E6 E7

C1 2 2 2 2 2 2 3 8 8 8 8 7 8 8
C2 2 3 3 2 2 3 3 7 7 6 7 7 7 6
C3 6 5 6 5 5 6 5 5 4 5 5 4 4 5
C4 1 1 1 1 1 1 1 8 9 9 9 9 9 8
C5 5 4 5 5 4 4 5 6 6 6 5 5 6 6
C6 6 7 6 7 7 6 6 3 3 3 2 2 3 3
C7 7 8 8 8 7 8 7 3 2 3 2 2 2 3
C8 8 9 9 9 8 9 8 1 1 1 1 1 1 1

Using Equations (1)–(6), the crisp expert evaluation shown in the BO and OW vectors were
transformed into rough numbers (Table 5).
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Table 5. Rough BO and OW vectors of the expert assessments.

BO

Criteria E1 E2 E3 E4 E5 E6 E7

C1 [2, 2.1] [2, 2.2] [2, 2.2] [2, 2.2] [2, 2.2] [2, 2.2] [2.2, 3]
C2 [2, 2.6] [2.6, 3] [2.5, 3] [2, 2.5] [2, 2.5] [2.5, 3] [2.4, 3]
C3 [5.4, 6] [5, 5.3] [5.4, 6] [5, 5.3] [5, 5.3] [5.3, 6] [5, 5.2]
C4 [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1]
C5 [4.6, 5] [4, 4.5] [4.6, 5] [4.4, 5] [4, 4.4] [4, 4.4] [4.4, 5]
C6 [6, 6.4] [6.5, 7] [6, 6.4] [6.4, 7] [6.3, 7] [6, 6.2] [6, 6.2]
C7 [7, 7.6] [7.6, 8] [7.5, 8] [7.5, 8] [7, 7.4] [7.5, 8] [7, 7.3]
C8 [8, 8.6] [8.6, 9] [8.5, 9] [8.5, 9] [8, 8.4] [8.5, 9] [8, 8.3]

OW

Criteria E1 E2 E3 E4 E5 E6 E7

C1 [7.9, 8] [7.8, 8] [7.8, 8] [7.8, 8] [7, 7.8] [7.9, 8] [7.7, 8]
C2 [6.7, 7] [6.7, 7] [6, 6.6] [6.7, 7] [6.6, 7] [6.5, 7] [6, 6.5]
C3 [4.6, 5] [4, 4.5] [4.6, 5] [4.4, 5] [4, 4.4] [4, 4.4] [4.4, 5]
C4 [8, 8.7] [8.8, 9] [8.7, 9] [8.6, 9] [8.6, 9] [8.5, 9] [8, 8.5]
C5 [5.7, 6] [5.7, 6] [5.6, 6] [5, 5.6] [5, 5.7] [5.7, 6] [5.5, 6]
C6 [2.7, 3] [2.7, 3] [2.6, 3] [2, 2.6] [2, 2.7] [2.7, 3] [2.5, 3]
C7 [2.4, 3] [2, 2.3] [2.4, 3] [2, 2.3] [2, 2.3] [2, 2.3] [2.3, 3]
C8 [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1] [1, 1]

After transformation of the crisp values into RN, using Equations (16) and (19), the rough BO and
OW expert matrices were transformed into aggregated RBO vectors (12)

AB = [[2.02, 2.28]; [2.3, 2.79]; [5.17, 5.59]; [1, 1]; [4.29, 4.76]; [6.17, 6.6]; [7.3, 7.75]; [8.3, 8.75]]

and ROW vectors (20), Table 6.

AW = [[7.7, 7.97]; [6.46, 6.87]; [4.29, 4.76]; [8.47, 8.89]; [5.46, 5.89]; [2.46, 2.89]; [2.17, 2.61]; [1, 1]]

Table 6. Aggregated RBO and ROW vectors.

Best: C4 RN Worst: C8 RN

C1 [2.02, 2.28] C1 [7.70, 7.97]
C2 [2.30, 2.79] C2 [6.46, 6.87]
C3 [5.17, 5.59] C3 [4.29, 4.76]
C5 [4.29, 4.76] C4 [8.47, 8.89]
C6 [6.17, 6.60] C5 [5.46, 5.89]
C7 [7.30, 7.75] C6 [2.46, 2.89]
C8 [8.30, 8.75] C7 [2.17, 2.61]

Based on the RBO and ROW vectors, the optimal values of the rough weight coefficients of the
criteria were calculated. Based on data from Table 6 and Equation (23), a nonlinearly constrained
optimization problem was formed, which is represented by specific numbers.

161



Symmetry 2017, 9, 264

minξ

s.t.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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∑8
j=1 wL

j ≤ 1; ∑8
j=1 wU

j ≥ 1;
wL

j ≤ wU
j , ∀j = 1, 2, . . . , 8

wL
j , wU

j ≥ 0, ∀j = 1, 2, . . . , 8

By solving the model presented, the optimal values of the rough weight coefficients of the criteria
were obtained.

RN(w1) = [0.1708, 0.1780],
RN(w2) = [0.1864, 0.1900],
RN(w3) = [0.0942, 0.0987],
RN(w4) = [0.2358, 0.2391],
RN(w5) = [0.1191, 0.1202],
RN(w6) = [0.0632, 0.0811],
RN(w7) = [0.0527, 0.0554],
RN(w8) = [0.0431, 0.0473].

By analyzing the rough weight coefficients of the optimality criteria, we see that the conditions
∑n

j=1 wL
j ≤ 1 and ∑n

j=1 wU
j ≥ 1 are satisfied, since ∑8

j=1 wL
j = 0.9654 ≤ 1 and ∑8

j=1 wU
j = 1.0098 ≥ 1.

In addition, the condition 0 ≤ wL
j ≤ wU

j ≤ 1 is also satisfied; that is, the general condition is satisfied
that the values of the weight coefficients of the criteria are found in the interval wj ∈ [0, 1], (j = 1,2,. . . ,8).

By solving model Equation (23), the value of ξ∗ is obtained which is ξ∗ = 0.945412. The value of
ξ∗ is used to determine the consistency ratio (Equation (28)). Since we obtain the value of aBW that
is aU

BW based on the aggregated decisions of the experts, it is not possible in advance to define the
consistency index ξ. Rezaei [50] defined the values of the consistency index (ξ) for crisp BWM. Since
this is about RBWM, using Equation (27) for the value aU

BW = 8.89 the value was defined for the CI
(maxξ) = 5.1406 and the value CR = 0.183911 was obtained. Based on [50], the value obtained for the
CR was considered satisfactory.

According to the weights obtained for the criteria, load capacity is the most important criterion for
selecting a wagon, while the next most important are maintenance conditions and price of the wagon.
Load capacity is an important factor in the field of rail transport, because by selecting suitable wagons
from the aspect of capacity, costs are reduced and transport capacity is increased [57]. After obtaining
the weight values of the criteria, the expert team carried out the evaluation of the alternatives (Figure 4)
based on the defined linguistic scale (Table 2) in the second step of the Rough SAW method. Evaluation
of the alternatives is shown in Table 7.
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Figure 4. Different types of wagon representing the alternatives.

Table 7. Assessment of the alternatives according to the criteria using the linguistic scale.

E1 E2

C1 C2 C3 C4 C5 C6 C7 C8 C1 C2 C3 C4 C5 C6 C7 C8
A1 VG G VP P VP P M P VG VG P P VG P M VG
A2 G G VP G P P M M G G M VG G M M G
A3 P M M G G M G M VP P VG G M G G M
A4 G M M P G M VG M P P VG P M G G M
A5 VP M G VG G G VG M VP P VG VG M G VG M
A6 P P G G M M P P P M G G M G P M
A7 P G G G G G P M M P G G M G P M
A8 P G VG VG G G P M P P VG VG M VG P M

E3 E4

C1 C2 C3 C4 C5 C6 C7 C8 C1 C2 C3 C4 C5 C6 C7 C8
A1 VG P VP VG VP P P VP G M VP P P P P VP
A2 G P VP M P P M P VG M P M M P VP VP
A3 G M P P G M M P M G P M M P P P
A4 M M P VG M M P P G G M P M P P P
A5 M M M M VG G M M M P M G G VP P M
A6 P P M P P G P P M M M M P P P M
A7 M G M P G G M M G M G M G P P G
A8 M G G G G G G M M G G G G P M G

E5 E6

C1 C2 C3 C4 C5 C6 C7 C8 C1 C2 C3 C4 C5 C6 C7 C8
A1 VG G VP VP P P M G G M VP P VP M P M
A2 G G VP G M M M VG G M VP G VP M M M
A3 P M M M VG G G VG M M P G VG M M G
A4 M M M VP VG G VG VG G M P P G M P M
A5 VP M VG VG VG VG VG VG M M P VG VG M M G
A6 P P G G G G P G M M P G VP M P M
A7 P G VG G VG VG P VG M M M VG VG M M VG
A8 P M VG VG VG VG P VG P M M VG VP M G G

The Gbs-z is a two-axle closed wagon intended for the transport of different cargos that can be
packaged or not. It is suitable for the transport of cargos subject to different atmospheric influences.
Its capacity is 26 t. The Gas-z is a multi-purpose four-axle wagon designed for the transport of cargos
that need to be protected against atmospheric influences. The important characteristic of this wagon is
the limited capacity for manipulation in its interior only with a hand forklift. It is possible to adapt
the doors to enable the use of other forklifts. Its load capacity is 57.5 t. The Habis is a four-axle closed
wagon for the transport of cargos affected by different atmospheric influences. When the side sliding
door opens, access to the loading area is gained at full height and up to half its length. This makes it
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possible to load goods mechanically more easily using forklifts. The load capacity is 50.7 t. The Hbis-z
is a two-axle closed wagon suitable for the transport of cargos that are subject to different atmospheric
influences. Similar to the previous wagon, access is gained to the loading area by means of a side
sliding door. Its load capacity is 25 t. The Habbinss-z is a four-axle wagon with movable aluminum
doors, two on each side, which makes it easier to manipulate the goods. It is used for transporting
individual units and palletized goods that are subject to atmospheric influences. Its load capacity is 62 t.
The Hrrs-z is a four-axle wagon obtained by connecting two wagons from the Gbs-z series. The wagon
has two loading spaces with the same dimensions as the wagons in the Gbs-z series. It is built from
an aluminum profile and it has two-part sliding side which are built in on each side and which make
it possible for the doors to move freely along their guides on the wagon. It has the same function
as the wagon from series G, but, because of its large volume, it is very suitable for the transport of
bulky cargos. Its load capacity is 52 t. The wagon from series Rils-z is a four-axle flat wagon primarily
intended for the transport of goods that must be protected against atmospheric influences. Its load
capacity is 53 t. The wagon from the series Shimmns-z je is intended for transporting sheet metal
plates that are loaded in a horizontal position and must be protected against atmospheric influences.
It has built-in protective tarpaulin on wheeled carriers, by means of which the wagon is closed, sealing
the tarpaulin on the front of the wagon. When the tarpaulin is opened, it releases two-thirds of the
wagon-length for loading. Its load capacity is 68 t.

After evaluation of the alternatives by the expert team and converting the linguistic values into
numerical ones, it was necessary to convert the individual matrices of each of the experts into a group
matrix by applying Equations (1)–(6). An example of calculating the elements of the group matrix is
presented in Table 8:

x̃25 = {3, 7, 3, 5, 5, 1}

Lim(1) = 1, Lim(1) =
1
6
(3 + 7 + 3 + 5 + 5 + 1) = 4

Lim(3) =
1
3
(3 + 3 + 1) = 2.33, Lim(3) =

1
5
(3 + 7 + 3 + 5 + 5) = 4.6

Lim(5) =
1
5
(3 + 3 + 5 + 5 + 1) = 3.4, Lim(5) =

1
3
(7 + 5 + 5) = 5.67

Lim(7) =
1
6
(3 + 7 + 3 + 5 + 5 + 1) = 4, Lim(7) = 7

RN(x1
25) = RN(x3

25) = [2.33, 4.6]; RN(x2
25) = [4, 7]; RN(x4

25) = RN(x5
25) = [3.4, 5.67]; RN(x6

25) = [1, 4]

xL
25 =

x1
25 + x2

25 + xs
25 + x4

25 + x5
25 + x6

25
S

=
2.33 + 4 + 2.33 + 3.4 + 3.4 + 1

6
= 2.74

xU
25 =

x1
25 + x2

25 + xs
25 + x4

25 + x5
25 + x6

25
S

=
4.6 + 7 + 4.6 + 5.67 + 5.67 + 4

3
= 5.26

Table 8. Group rough matrix.

A1 A2 A3 A4 A5 A6 A7 A8

C1 [1.22, 2.11] [2.39, 2.95] [4.74, 7.26] [3.49, 5.22] [6, 8] [5.89, 6.78] [4.53, 6.12] [5.89, 6.78]
C2 [4.74, 7.26] [4.78, 6.51] [4.4, 5.6] [4.4, 5.6] [3.89, 4.78] [3.5, 4.5] [4.78, 6.51] [4.78, 6.51]
C3 [8.39, 8.95] [7.17, 8.77] [4.06, 6.46] [3.83, 6.07] [2.22, 5.11] [3.49, 5.22] [2.53, 4.12] [1.49, 3.22]
C4 [1.89, 2.78] [5.88, 7.47] [4.78, 6.51] [1.89, 2.78] [7.17, 8.77] [5.17, 6.77] [5.12, 7.47] [7.89, 8.78]
C5 [1.6, 4.67] [2.74, 5.26] [6, 8] [5.49, 7.22] [6.78, 8.51] [2.74, 5.26] [6.53, 8.12] [4.37, 7.42]
C6 [6.39, 6.95] [5.5, 6.5] [3.88, 5.47] [3.88, 5.47] [2.58, 5.63] [3.49, 5.22] [2.53, 4.88] [1.99, 4.78]
C7 [3.5, 4.5] [3.78, 4.89] [4.78, 6.51] [4.06, 7.22] [5.28, 8.08] [3, 3] [3.22, 4.11] [3.64, 5.72]
C8 [2.32, 6.44] [3.2, 6.8] [3.99, 6.78] [3.93, 6.17] [5.23, 6.83] [3.88, 5.47] [5.64, 7.72] [5.49, 7.22]

After carrying out normalization in the fourth step, using Equations (30)–(33), the normalized
matrix shown in Table 9 was obtained, while the weighted normalized matrix was obtained using
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Equation (35). Normalization of the group matrix elements for benefit criteria was carried out in the
following way:

r̃25 =

[
xL

ij

x+U
ij

,
xU

ij

x+L
ij

]
=

[
2.74
8.51

,
5.26
6.78

]
→ r̃25 = [0.32, 0.78]

and for the cost criteria:

r̃23 =

[
x−L

ij

xU
ij

,
x−U

ij

xL
ij

]
=

[
1.49
8.77

,
3.22
7.17

]
→ r̃23 = [0.17, 0.45]

Table 9. Normalized matrix.

C1 C2 C3 C4 C5 C6 C7 C8

A1 [0.58, 1.73] [0.65, 1.52] [0.17, 0.38] [0.22, 0.35] [0.19, 0.69] [0.29, 0.75] [0.43, 0.85] [0.32, 1.14]
A2 [0.41, 0.88] [0.66, 1.36] [0.17, 0.45] [0.67, 0.95] [0.32, 0.78] [0.31, 0.87] [0.47, 0.93] [0.44, 1.21]
A3 [0.17, 0.45] [0.61, 1.17] [0.23, 0.79] [0.54, 0.83] [0.71, 1.18] [0.36, 1.23] [0.59, 1.23] [0.55, 1.20]
A4 [0.23, 0.60] [0.61, 1.17] [0.25, 0.84] [0.22, 0.35] [0.65, 1.06] [0.36, 1.23] [0.50, 1.37] [0.54, 1.09]
A5 [0.15, 0.35] [0.54, 1.00] [0.29, 1.45] [0.82, 1.11] [0.80, 1.26] [0.35, 1.85] [0.65, 1.53] [0.72, 1.21]
A6 [0.18, 0.36] [0.48, 0.94] [0.29, 0.92] [0.59, 0.86] [0.32, 0.78] [0.38, 1.37] [0.37, 0.57] [0.54, 0.97]
A7 [0.20, 0.47] [0.66, 1.36] [0.36, 1.27] [0.58, 0.95] [0.77, 1.20] [0.41, 1.89] [0.40, 0.78] [0.78, 1.28]
A8 [0.18, 0.36] [0.66, 1.36] [0.46, 2.16] [0.90, 1.11] [0.51, 1.09] [0.42, 2.40] [0.45, 1.08] [0.76, 1.28]

After weighting the normalized matrix using Equation (35):

vL
23 =

[
wL

3 × rL
23, wU

3 × rU
23

]
= [0.17 × 0.094, 0.45 × 0.099] → vL

23 = [0, 016, 0.044]

the values were summed for all the alternative by rows and the final rank of the alternatives is
obtained which is shown in Table 10. The ranking is carried out in descending order, whereby the
highest value presents the best solution, and the lowest the worst. The table also shows the conversion
of a rough number into a crisp number using the average values of the lower and upper limits of the
rough number.

Table 10. The results and ranking of the alternatives.

sL
ij sU

ij AV Rank

A1 0.364 0.963 0.664 6
A2 0.469 0.959 0.714 4
A3 0.454 0.944 0.699 5
A4 0.377 0.853 0.615 8
A5 0.529 1.105 0.817 2
A6 0.392 0.821 0.606 7
A7 0.500 1.095 0.797 3
A8 0.553 1.249 0.901 1

Alternative 8 represents the most acceptable solution according to the results obtained.

5. Sensitivity Analysis

To determine the stability of the results, a sensitivity analysis was performed; the first part of
which includes a change in the weights of the criteria through 15 different sets. In the first eight sets,
the value of each criterion was increased by 14%, and those remaining were reduced by 2% of the
value obtained by RBWM, respectively; in the ninth set, all of the criteria were equally important;
in the 10th set, the first, second and fourth criteria (as the most important criteria) were reduced by
10%, while the values of other criteria remained unchanged; in the 11th set, the values of the three
least influential criteria were increased by 25%; in the 12th set, the values of the two most influential
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criteria were reduced by 25%, and the values of the two least significant criteria were increased by
25%; in the 13th set, the values of the first four criteria were reduced by 30% each, and the values of
the remaining four criteria were increased by 30% each; in the penultimate set of values, the two most
important criteria were eliminated; and, in the final set, the values of the three most important criteria
were eliminated, while the values of the remaining criteria remained unchanged. Figure 5 shows the
ranks of alternatives across all sets.

Figure 5. Ranking of the alternatives through the scenarios.

Figure 5 shows the ranking of the alternatives through the sets that were formed and as can be
seen alternative eight represents the best solution in all cases. The highest value of A8 is reached in
the 11th and fourth sets, although there are completely different values for the weights of the criteria.
In the first case, the advantage is given to the least important criteria by a whole quarter of their value,
and in the second case the fourth most important criterion has an advantage of 14%. The lowest values
for alternative A8 are in scenarios 14 and 15, since in these cases there is a reduction in the total number
of criteria, based on which the decisions are made; that is, individual criteria are given a value of zero.
In addition, Alternatives 5 and 7 do not change their original ranking and they are ranked in second
and third places, respectively. The remaining alternatives generally retain their positions with certain
changes. Alternative 2 is in fourth place in 10 sets, and in fifth and seventh position twice. Alternative
4 has a consistent ranking (its rank does not change) in 10 sets, where it is in seventh place, while in the
fourth set it is in the last place. It is in fifth place twice, and sixth once. Alternative 6 is in last position
for 12 sets, while it is once in seventh and once in sixth position.

The results show that assigning different weights to the criteria through the sets leads to a change
in the ranks of individual alternatives, which confirms that the model is sensitive to changes in weight
coefficients. However, we can conclude that the changes were not drastic, which also confirms the
correlation of the ranks through the scenarios (Table 11).

Table 11. Spearman correlation coefficient (SCC) of the ranks through 15 sets.

Set Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8

SCC 0.869 0.869 0.869 0.702 0.869 0.869 0.869 0.869

Set Set 9 Set 10 Set 11 Set 12 Set 13 Set 14 Set 15 Average

SCC 0.869 0.869 0.869 0.774 0.845 0.917 0.631 0.837
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The SCC values in Table 11 were obtained by comparing the initial ranks from the RBWM-SAW
model (Table 10) with the ranks obtained through 15 sets. We see in Table 11 that there is a high
correlation between the ranks, since, in 80% of the sets (13 sets), the SCC is greater than 0.845, while in
three sets it is greater than 0.630. The average SCC value through all the scenarios is 0.837, which
shows an extremely high correlation. Based on recommendations by Ghorabaee et al. [58], all SCC
values over 0.8 show an extremely high correlation. Since 80% of the SCC values are significantly
greater than 0.8, we can conclude that there is a very high correlation (closeness) of ranks and that the
proposed ranking is confirmed and credible.

In addition to the stability shown by the first part of the sensitivity analysis, the proposed model
was compared with other hybrid multi-criteria models. The hybrid models used for comparison of
the results are shown in Table 12. The methods used to determine the weights of the criteria were the
traditional AHP method [59], BWM [50] and the rough AHP method [49]. The following methods
were used to rank the alternatives: TOPSIS [60], rough TOPSIS [44], SAW [61], MABAC [35] and
rough MABAC [62]. The combinations of these methods and the ranking of alternatives are shown in
Table 12.

Table 12. Ranking the alternatives by combining different methods.

AHP-TOPSIS AHP-MABAC AHP-SAW BWM-TOPSIS BWM-MABAC BWM-SAW

0.415 5 −0.086 7 0.563 6 0.427 5 −0.093 7 0.565 6
0.484 4 0122 3 0.650 4 0.485 4 0.091 4 0.637 4
0.413 6 0.035 5 0.607 5 0.422 6 0.045 5 0.616 5
0.371 8 −0.078 6 0.493 8 0.390 7 −0.051 6 0.519 8
0.486 3 0.118 4 0.719 2 0.485 3 0.123 3 0.724 2
0.393 7 −0.154 8 0.522 7 0.383 8 −0.165 8 0.520 7
0.506 2 0.166 2 0.679 3 0.509 2 0.174 2 0.689 3
0.583 1 0.204 1 0.757 1 0.570 1 0.200 1 0.760 1

RAHP-RTOPSIS RAHP-RSAW RAHP-RMABAC RBWM-RTOPSIS RBWM-RSAW RBWM-RMABAC

0.417 7 1.691 6 −0.633 7 0.434 7 0.664 6 −0.169 6
0.550 2 1.847 4 1.292 3 0.562 3 0.714 4 0.075 4
0.474 5 1.702 5 0.843 5 0.488 5 0.699 5 0.066 5
0.385 8 1.400 8 −1.055 8 0.411 8 0.615 8 −0.196 7
0.544 3 1.998 2 1.047 4 0.555 4 0.817 2 0.158 3
0.456 6 1.506 7 −0.390 6 0.445 6 0.606 7 −0.216 8
0.528 4 1.929 3 2.471 2 0.568 2 0.797 3 0.341 2
0.575 1 2.177 1 2.556 1 0.604 1 0.901 1 0.437 1

When comparing the results, a total of 12 hybrid models were formed, and the results for the
models are shown in Table 12 and Figure 6. Figure 6 graphically presents the results of applying the
12 hybrid models.

Based on Figure 6, we notice that A8 represents the best solution in all 12 models, which
is an adequate verification of the proposed model. Alternative 3 is in fifth position in 10 out of
12 combinations, and twice in sixth. The second position most often belongs to Alternative 7, which
is the same number of times it appears in that position. When it comes to the ranking of the other
alternatives there are some changes, but, in most cases, they retain their ranking obtained using the
proposed new approach. The ranks obtained were compared with each other and with the initial
ranking of the RBWM-SAW model. SCC was used to compare the ranks. The results obtained from
comparing the 12 hybrid models are presented in Table 13.
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Figure 6. Ranking of the alternatives according to different MCDM methods.

Table 13. Correlation of the results of the hybrid models.

Methods A B C D E F G H I J K L Average

A 1.000 0.886 0.833 0.976 0.838 0.833 0.976 0.833 0.881 0.881 0.833 0.862 0.861
B - 1.000 0.857 0.833 0.976 0.857 0.833 0.857 0.905 0.905 0.857 0.952 0.894
C - - 1.000 0.810 0.905 1.000 0.905 1.000 0.905 0.905 1.000 0.952 0.938
D - - - 1.000 0.862 0.810 0.952 0.810 0.929 0.929 0.810 0.886 0.865
E - - - - 1.000 0.905 0.810 0.905 0.881 0.881 0.905 0.976 0.908
F - - - - - 1.000 0.905 1.000 0.905 0.905 1.000 0.952 0.952
G - - - - - - 1.000 0.905 0.929 0.929 0.905 0.833 0.917
H - - - - - - - 1.000 0.905 0.905 1.000 0.952 0.952
I - - - - - - - - 1.000 1.000 0.905 0.905 0.953
J - - - - - - - - - 1.000 0.905 0.905 0.937
K - - - - - - - - - - 1.000 0.952 0.976
L - - - - - - - - - - - 1.000 1.000

Overall average 0.933

A, AHP-TOPSIS; B, AHP-MABAC; C, AHP-SAW; D, BWM-TOPSIS; E, BWM-MABAC; F, BWM-SAW; G, RAHP-RTOPSIS;
H, RAHP-RSAW; I, RAHP-RMABAC; J, RBWM-RTOPSIS; K, RBWM-RSAW; L, RBWM-RMABAC

In the next section, a comparison of the ranks from the 12 hybrid models with the initial ranks
from Table 12 is carried out. The results are shown in Table 14.

Table 14. SCC comparison of the ranks by scenarios in relation to the initial rank.

Scenario AHP-TOPSIS AHP-MABAC AHP-SAW BWM-TOPSIS BWM-MABAC BWM-SAW RAHP-RTOPSIS

SCC 0.952 0.952 0.952 0.976 0.976 0.952 0.833

Scenario RAHP-RSAW RAHP-RMABAC RBWM-RTOPSIS RBWM-RSAW RBWM-RMABAC Average

SCC 0.952 0.905 0.905 0.952 1.000 0.942

We see in Tables 13 and 14 that there is a high correlation between the ranks of the compared
models. Since all the SCC values are significantly greater than 0.81, and the average values are 0.933
and 0.942, we can conclude that there is an extremely high correlation (closeness) between the proposed
approach and the other models tested. Thus, we can conclude that the proposed RBWM-SAW model
gives credible ranks.
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6. Conclusions

The paper presents a new model for decision making, which is verified on the selection of wagons
for carrying out the internal transport of a paper manufacturing company. It also presents a new scale
for evaluating alternatives according to the criteria, depending on their type. In the case of qualitative
assessment, which is a very common case in group decision making, from the outset, cost and benefit
criteria are treated differently, which can be seen throughout the paper.

One of the contributions of this paper is the new RBWM-RSAW model that enables the objective
aggregation of expert decisions with full consideration of their precision and subjectivity that prevail
during group decision making. Another significant contribution of this paper is the development
of the new RBWM and RSAW models, which contribute to the advancement of the literature that
considers the theoretical and practical application of multi-criteria techniques. The proposed models
allow the evaluation of alternatives despite the imprecision and lack of quantitative information in
the decision-making process. The third contribution of the paper is to improve the methodology for
evaluating railway wagons through a new approach for dealing with imprecision.

By using this hybrid model, it is possible to solve the problems of multi-criteria decision making in
a simple way and make decisions that have a significant impact on achieving business efficiency, as is
the case in this paper. By applying rough numbers in combination with these methods, imprecision in
group decision making is taken into account and more objective results are obtained than with crisp
approaches. It is very important to mention that the ranks of the alternatives obtained using the rough
BWM and rough SAW were also confirmed through the application of the traditional SAW method.
When it comes to determining the weight coefficients of the evaluation criteria, the results of the rough
BWM were compared with the results given by the AHP, BWM and rough AHP algorithms and they
were used to further check the stability of the initial solution. Analysis of the results showed that the
ranks of the alternatives for the rough BWM-SAW algorithm fully correlated with the ranks obtained
for the other methods.

Further research connected with this study concerns a post-analysis of the internal transport in
the given company in order to verify the savings that arise from the proposed method of carrying out
the internal transport. In terms of the area of multi-criteria decision making, further research directions
relate to the application of rough numbers in combination with other methods and the attempt to
develop new methods that would further enrich this widely applied field.
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15. Tamošaitienė, J.; Zavadskas, E.K.; Šileikaitė, I.; Turskis, Z. A novel hybrid MCDM approach for complicated
supply chain management problems in construction. Procedia Eng. 2017, 172, 1137–1145. [CrossRef]

16. Pohekar, S.D.; Ramachandran, M. Application of multi-criteria decision making to sustainable energy
planning—A review. Renew. Sustain. Energy Rev. 2004, 8, 365–381. [CrossRef]

17. Carlsson, C.; Fullér, R. Fuzzy multiple criteria decision making: Recent developments. Fuzzy Sets Syst. 1996,
78, 139–153. [CrossRef]

18. Zavadskas, E.K.; Turskis, Z.; Dejus, T.; Viteikiene, M. Sensitivity analysis of a simple additive weight method.
Int. J. Manag. Decis. Mak. 2007, 8, 555–574. [CrossRef]

19. Huang, Y.S.; Chang, W.C.; Li, W.H.; Lin, Z.L. Aggregation of utility-based individual preferences for group
decision-making. Eur. J. Oper. Res. 2013, 229, 462–469. [CrossRef]

20. Shameli, S.A.; Shajari, M.; Hassanabadi, M.; Jabbarifar, M.; Dagenais, M. Fuzzy-Multi-Criteria
Decision-Making for Information Security Risk Assessment. Open Cybern. Syst. J. 2012, 6, 26–37. [CrossRef]

21. Safavian, S.T.S.; Fataei, E.; Ebadi, T.; Mohamadian, A. Site Selection of Sarein’s Municipal Solid Waste Landfill
Using the GIS Technique and SAW Method. Int. J. Environ. Sci. Dev. 2015, 6, 934. [CrossRef]

22. Mokhtari, E.; Khamehchian, M.; Montazer, G.; Nikudel, M. Landfill Site Selection Using Simple Additive
Weighting (SAW) Method and Artificial Neural Network Method; A Case Study from Lorestan Province,
Iran. Int. J. Geogr. Geol. 2016, 5, 209–223. [CrossRef]
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Abstract: Optimally organizing passengers boarding/deboarding an airplane offers a potential way
to reduce the airplane turn time. The main contribution of our work is that we evaluate seven
boarding strategies and two structured deboarding strategies by using a surrogate experimental
test. Instead of boarding a real or mocked airplane, we carried out the experiment by organizing
40 participants to board a school bus with ten rows of four seats, symmetrically distributed on a
single, central aisle. Experimental results confirm that the optimized strategies, i.e., Steffen and
Steffen-lug, are superior to the traditional ones, i.e., Back-to-front, Window-to-aisle, and Random in
time-saving and stability. However, the two structured deboarding strategies failed to reduce the
deboarding time, and this result strongly suggests the prerequisites of applying such strategies only
when, on average, passengers have a large amount of luggage. Besides, we further carried out a
questionnaire survey of participants’ preferences on seat layout and discussed how those preferences
influence the boarding time.

Keywords: airplane turn time; boarding/deboarding strategies; seat preference; experimental test

1. Introduction

Airlines, under increasing competition pressure, are driven to optimize their operations by
maximizing their efficiency and profitability. A feasible method is to reduce the airplane turn time,
which includes the time to unload an airplane after its arrival and to prepare it for departure again.
Turn time processes include boarding/deboarding, refueling, handling of catering, and the off-loading
and loading of baggage. Shortening the time required in any of these sections will improve efficiency.
Considering the boarding and deboarding processes are the main contribution to an airplane’s turn
time, improvement in either one or both of these two parts provides the potential to reduce the
turn time.

Adopting a fast and friendly boarding/deboarding strategy benefits the airlines, airport operators,
and the passengers [1], see Figure 1. Airlines obtain revenue when the airplane is in the air, so they
make every effort to minimize the time that their flights stay on the ground. A conservative estimation
of a one-minute reduction in the turn time saves $30 for an active airplane staying on the ground [2].
Thus, each minute saved in the turn time of a flight can accumulate to produce considerable annual
savings. These savings could inspire the airlines to make better utilization of airplanes, i.e., they may
offer additional flights. Reduction of airplane turn time can also benefit the airport operators in three
aspects: First, it could mitigate the flight delays caused by inefficient ground service, less redundant
ground time could allow for scheduling more flights; Second, it makes a more efficient utilization
of the equipment on the ground, such as the boarding bridge; Third, it increases the level of service
at the airport by reducing the passengers’ waiting time at the departure hall. For passengers, they
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would enjoy a quick and friendly strategy for less individual boarding/deboarding time and avoid
frustrating stoppages.

Figure 1. Optimal boarding and deboarding strategy benefits three principle users.

The currently used boarding strategies perform rather poorly concerning boarding time; flow
stoppage occurs in a real boarding process. Such intermittent delays are caused by two kinds of
interference: One is aisle interference, which occurs when a passenger is blocked by another passenger
in the aisle. The other is seat interference, which happens when a window or middle seat passenger is
blocked by other passengers who are already sitting in the same half-row. Efforts have been made to
reduce those two interferences in boarding time, and most of them are based on simulation works,
either by discrete modeling [3–6] or by continuous modeling [7,8]. Various optimal boarding strategies
are proposed to reduce boarding time. In [9], the author presented the most time-saving strategy by
applying a Markov Chain Monte Carlo optimization algorithm. In addition, new strategies are also
proposed by using linear or nonlinear programming approaches [10,11] based on an assumption that a
minimization of the number of interferences leads to a minimal boarding time. In [5,12], the authors
emphasized the importance of luggage storage space in stowing the luggage, and they assigned seats
to the passengers by considering the number of luggage pieces with which they were traveling.

Though research on the optimal boarding problem has become a bit of a hot topic in the last
few years, an obvious shortage is that most of the works are based on simulation analysis and
seldom on validation works. Actually, deviation exists between computer simulation and the real
process. An example of such deviation is that passengers are basically assumed to be homogeneous
in simulations, which is too simple to describe the complex dynamic of the boarding process arising
from individual differences. It is, therefore, important to know the real performance of some optimal
strategies by experimental test. A primary work was done in [13] as the authors conducted an
experimental comparison of airplane boarding in a mock Boeing 757 fuselage, with twelve rows
of six seats and a single aisle. The author found a significant reduction in boarding time with the
optimized Steffen strategy over the other three traditional strategies, i.e., the block strategy, the
window-to-aisle strategy, and random strategy.

In contrast with the experiment using a mock airplane fuselage in [13], here, we designed a
surrogate experimental test. Instead of boarding participants onto a real or mock airplane, we had
them board a school bus, as there are similarities between passengers boarding these two means of
transport. The purpose of our experiment was to evaluate various strategies in boarding time and
other qualities such as time stability and time gap. Seven strategies were selected, including Random,
Free, Back-to-front, Window-to-aisle, Steffen, Steffen-lug, and CRBF (column rotated in a back to front
order, see Section 2.3 for details). In addition, we evaluated two structured deboarding strategies
proposed in [6,14], as the authors claimed that deplaning passengers in a structured manner reduces
the deboarding time. Moreover, how the passengers’ seat preference influences the free boarding time
is another interest of our work. By organizing participants to board in a free manner and then carrying
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out a poll on their seat preferences, we attempted to find the decision making mechanism behind the
free boarding process. Based on the experimental results, we could further build or verify the free
boarding simulation model, such as utilizing the rules of Boltzmann statistics to describe passengers’
preference on seats in a free boarding process [15].

The remaining parts of the paper are organized as follows. In Section 2, a surrogate experimental
test is introduced. In Section 3, we present some screenshots to identify the causes of boarding and
deboarding time delay. In Section 4, we evaluate various boarding and deboarding strategies by
extracting data from the video recordings, and how the seat preference affects the free boarding process
is also discussed. In Section 5, conclusions and future works are given.

2. Design of a Surrogate Experimental Test

The equivalent experiment was conducted by organizing passengers to board a school bus instead
of a real or mocked airplane. This makes sense because there exists similarities between passenger
boarding of these two facilities for four reasons: (1) Seat layout in both facilities are similar, in which
seats are symmetrically distributed on both sides of a single aisle, see Figure 2; (2) The aisles are
relatively narrow in both facilities which compels the passengers to move in a following manner, that
is to say, they do not try to pass others in the boarding and deplaning process; (3) Passengers suffer
from aisle and seat interferences in both processes; (4) Passengers will take some time to store (retrieve)
luggage in the overhead bins, which is the main cause of boarding (delighting) time delay.

 
(a) Seat layout of a regional jet (b) Seat layout of a school bus 

Figure 2. Interior space of a regional jet (a) and a school bus (b).

2.1. Seat Layout and Dimensions

The maximum passenger capacity of the selected school bus was 45 passengers, and only 40 were
selected in the experiment. The layout of available seats and the location of monitors are shown
in Figure 3, in which ten rows of four seats are symmetrically distributed on a single, central aisle.
The seats are indicated by letters from A to D, and the rows are numbered from 1 in the front to 10 in
the rear of the bus.

Figure 3. Seat layout of school bus.
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The dimensions of interior space of the school bus is shown in Figure 4. The school bus cabin was
almost 235 cm in width, 203 cm in height, and contained an affiliated overhead bin with a height of
23 cm. Each seat had a standard 45 cm width and was spaced by 71 cm from the seat in the next row.
The aisle was 55 cm wide and only allowed one passenger to pass in a common situation.

Figure 4. Dimensions of interior space of the school bus.

2.2. Characteristics of Participants

We employed 40 college students with ages ranging from 22 to 30. Male and female students
participated in almost equal number. Participants were randomly assigned 0, 1, or 2 pieces of luggage,
and the luggage distribution is listed in Table 1. The external dimensions of baggage was about
45 cm (height) × 30 cm (width) × 15 cm (thickness). It needs to be emphasized that the number of
luggage carried by an individual remained unchanged in the repeated experiments.

Table 1. Luggage distribution.

Number of luggage pieces 0 1 2

Number of participants 6 28 6

2.3. Boarding and Deboarding Strategies

The purpose of our experiment was to evaluate the boarding strategies, including those that
have been used in practice and those that have appeared in scientific literature. Seven boarding
strategies and three deboarding strategies were tested and their abbreviations are listed in Table 2.
Correspondingly, these strategies are transplanted to fit the bus seat layout, and their configurations
are exhibited in Figure 5.

(a) Random (b) WA (c) BF3 

Figure 5. Cont.
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(d) Steffen (e) CRBF 

Figure 5. Five boarding strategies. WA = window to aisle manner; BF3 = back to front manner with
3 groups; CRBF = column rotated in a back to front order. (a) Random; (b) WA; (c) BF3; (d) Steffen;
(e) CRBF.

Table 2. Abbreviations of various boarding or deboarding strategies tested.

Abbreviations Explanation

Random Board in a random manner
WA Board in a window to aisle manner
BF Board in a back to front manner
Steffen Board according to the Steffen method
CRBF Board in a manner of column rotated with a back to front order
Steffen-lug An improved Steffen strategy considering luggage distribution
Free Select seat freely when boarding
AW Deboard in an aisle to window manner
FB Deboard in a front to back manner
Unstructured Deboard without any instruction

• Random strategy: All participants are allowed to board in one group; each one of them is
preassigned to a particular seat and enters the bus in no predefined order (see Figure 5a).

• WA strategy: Participants are divided into two groups according to the type of seats, aisle or
window seat. The group with window seats board first, followed by the group with aisle seats;
within each group, participants are essentially random (see Figure 5b).

• BF strategy: Participants are divided into several groups along the aisle (three groups in our
experiment, indicated by BF3) and board in a back to front order; passengers are essentially
random in each group (see Figure 5c).

• Steffen strategy: This method has the passengers lining up in a prescribed order that incorporates,
in a specific way, boarding from the back to the front and from the windows to the aisle.
Adjacent passengers in line are sitting two rows apart from each other in corresponding seats
(e.g., 10D, 8D, 6D, 4D, 2D), so there is a total of eight successive groups (see Figure 5d).

• CRBF strategy: This strategy evolves from the Steffen strategy; one major improvement is that
it allows for passengers who are sitting together to be adjacent in line (e.g., 10D, 9D, 8D, 7D,
6D). As seen in Figure 5e, there are a total of four successive groups distinguished by columns.
Within each group, passengers are boarded in a back to front order. Here, we name this strategy
as CRBF (Column rotated in a back to front order).

• Steffen-lug strategy: This method was first proposed in Reference [5] based on the Steffen strategy.
The most prominent characteristic of this method is that the seats of passengers are assigned
considering the number of luggage pieces they carry. Passengers are divided into eight successive
groups and board the bus in a way that is similar to the Steffen strategy; within each group,
passengers with more luggage enter the bus first.
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• Free boarding strategy: This strategy is adopted by some budget airlines, such as Southwest in the
United States and EasyJet in the UK. Rather than providing assigned seats, they do not offer any
numbered tickets. The passengers choose their favorite seats and are free to sit in any available
seats when entering the bus.

As an extension of this work, we also tested three deplaning strategies. Unstructured deplaning is
the most used strategy adopted by airline companies, in which passengers leave the airplane without
any instruction. It has been suggested in [6,14] that structured deplaning strategies may reduce the
deplaning time. To what extent these structured deboarding strategies will quicken the deplaning
process was also the focus of our attention. Here, we tested two structured deboarding strategies and
their rules are summarized as follows.

• AW strategy: Participants are divided into two groups, see Figure 5b. The group with aisle
seat deplanes first followed by the group with the window seat, namely in an order of 2→1.
Within each group, participants leave freely.

• FB strategy: Participants are divided into three groups (indicated by FB3), see Figure 5c.
The groups of participants deboard in a front to back order, namely in an order of 3→2→1.
Within each group, participants leave freely.

2.4. Procedure

The test of each of the above boarding or deboarding strategies was repeated two or three
times. In each experiment, participants were first required to queue in a line outside of the bus gate.
Randomness was guaranteed by varying the sequence order with every test, this largely reduced the
probability that participants deliberately stood in the same location of the line or in the same boarding
group. Then, for those strategies with preassigned seats, each participant was given a ticket with a
unique seat number, for example, number ‘6D’ meant he/she would sit in row 6, column D. The tickets
were handed out to the participants according to the boarding strategy being tested. For example,
tickets were randomly dispensed to the participants in the random strategy. However, for the Steffen
strategy, the first participant in the waiting line was assigned a ticket with seat number ‘10D’, the
second participant with a seat number ‘9D’, and the last participant with a seat number “1B”. Finally,
participants were allowed to board after the ticket assignment work was finished.

Note that the ticket check procedure on the ground was neglected in our experiments. One could
suggest that adding the ticket check procedure would make the test more appropriately imitate the
real process. In actuality, modern electronic technology nearly makes no delay in reading the ticket at
the check desk. Moreover, it has been confirmed by [16] that each strategy has a critical ticket check
time. Increasing the delay between successive airplane entries below the critical level will not increase
the average boarding time. Usually, the ticket check time is below its critical time, and this makes
no apparent difference in those two conditions. Therefore, we chose not to include this step in our
experiment so as not to obscure the pure effect of sequencing on boarding time.

3. Time Delay in Boarding and Deboarding

3.1. Seat and Aisle Interferences in Boarding

Similar to the airplane boarding process, the main time delay inside of a school bus was caused
by two kinds of interferences. Figure 6 gives a clear picture of how the seat interference occurs.
The participant with window seat 6D in the red rectangular box wanted to sit after finishing storing her
luggage at t = 37 s, but found herself blocked by an already seated participant with an aisle seat 6C in
the green rectangular box. In this case, the passenger in seat 6C had to stand and let the participant
with seat 6D pass. Both of the participants involved in this seat interference sat down at t = 44 s, and
the total time to dismiss this interference was 7 s.
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(a) =  (b) =

(c) =

Figure 6. Seat interference when boarding a bus. (a) t = 37 s; (b) t = 41 s; (c) t = 44 s.

Figure 7 gives an example of the formation and dissipation of the aisle interference in boarding the
bus. The participant in the red rectangular box (with preassigned seat number 8B) reached his assigned
row. It took some time for him to store his carry-on luggage in the overhead bin, during which time he
blocked the aisle and prohibited the proceeding of the participant in the green rectangular box (with
preassigned seat number 9C). Aisle interference disappeared at t = 103 s after the participant in the
red rectangular box sat down and the participant in the green rectangular box moved along to the rear
of the school bus.

 
(a) =  (b) =

(c) =

Figure 7. Aisle interference when boarding a bus. (a) t = 78 s; (b) t = 97 s; (c) t = 103 s.

It needs to be stressed that not all seat interferences are responsible for boarding time delays, only
those that turn into secondary aisle interferences are important. It makes no effect on the boarding
time if the seat interference blocks nobody from advancing further in the aisle during its lifetime,
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only the individual boarding time of those involved in this seat interference are increased. Similarly,
not all aisle interferences are equal, for example, an aisle interference that occurs in the rear of the
aisle is somewhat less important compared with one that occurs in the head of the aisle which blocks
several passengers.

3.2. Deboarding Time Delays

A deboarding passenger may be prevented from retrieving his luggage because another passenger
in the same half row blocks his way (seat interference) or he may be blocked in the aisle and cannot
advance to the gate (aisle interference). It is always the aisle interference that causes the time delay, not
the seat interference. This is because the passenger in the window seat has the priority to leave first,
for the sake of politeness or other reasons. Figure 8 presents the process of participants deboarding
the school bus. The participant in the red rectangular box retrieved her luggage at t = 17 s, but she
could not move ahead, because the aisle was blocked by other participants. She stood still for about
35 s before she could move forward. During this time, a number of participants inserted into the aisle,
for example, the participant in the green rectangular box. Once the participant in the red box began
to move at t = 52 s, the empty space was quickly occupied by other participants, for example, the
participant in the yellow rectangular box. It can be easily seen that passengers seated in the back of the
school bus will suffer from a lot of aisle interference when deboarding. Even though they can retrieve
their luggage quickly after deboarding starts, they will wait for a long time to move.

  
(a) = (b) =

 
(c) = (d) =

Figure 8. Deboarding in an unstructured manner. (a) t = 17 s; (b) t = 49 s; (c) t = 52 s; (d) t = 57 s.

4. Experiment Results

4.1. Boarding and Deboarding Time

The boarding and deboarding time were recorded for these seven strategies, and the results are
shown in Table 3. The timing started when the first participant started to board the bus and ended
when the last participant settled himself into his seat. The deboarding time was the time interval for
all participants to leave the bus after the deboarding started.

According to the results in Table 3, we plot the mean boarding time of each strategy in Figure 9a,
as well as their boarding time variance in Figure 9b. Here, the variance of boarding time is the time
difference between the maximum and minimum boarding time in the repeated tests.
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(a) Mean boarding time (b) Time fluctuation 

Figure 9. Experiment results. (a) Mean boarding time; (b) Time fluctuation.

Table 3. Boarding and deboarding time.

Strategies

Test 1 Test 2 Test 3

Boarding
Time

Deboarding
Time

Boarding
Time

Deboarding
Time

Boarding
Time

Deboarding
Time

Free 3:10 1:49 3:00 1:40 3:04 1:43
Random 2:29 1:44 2:38 1:39 2:47 1:41

WA 2:26 1:33 * 2:03 1:36 * - -
BF3 2:39 1:39 * 2:52 1:37 * - -

Steffen 2:11 1:38 2:09 1:36 - -
Steffen-lug 2:15 1:42 2:08 1:37 - -

CRBF 1:54 1:39 2:01 1:42 - -

* Structured deboarding strategies.

Note from Figure 9a, the three strategies that saved the most time are the Steffen, Steffen-lug,
and CRBF, which agrees well with the simulation work done by [5]. A common feature of these
three strategies is that they define an exact sequence of passengers and every passenger has to board
at a given position that is planned in advance. They totally eliminate the seat interferences, and
as much as possible aisle interferences. Moreover, they allow passengers to stow their luggage in
the aisle simultaneously, for example, three and four participants are spotted storing their luggage
simultaneously in Figure 10a,b, respectively. The experimental results, see Figure 9b, prove that a time
effective strategy also has time stability. Indeed, boarding the passenger in an exact order makes the
above three strategies tolerant of the time fluctuations induced by sequence randomness, or in other
words, the stability is achieved.

 
(a)Three participants are dealing with luggage (b) Four participants are dealing with luggage 

Figure 10. The number of participants dealing with luggage simultaneously is three in (a) and four in (b).
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It was seen in our experiments and other research, i.e., in references [3–6], that the BF strategy is
not necessarily effective in reducing boarding time and is even detrimental with random boarding.
It is argued in [3] that the BF strategy was ineffective because it caused local congestion in the airplane.
This kind of local congestion in BF3 can be found easily in Figure 11. Taking the first boarding group
for example, passengers were constrained to sit in the back of the cabin. When the participant in
the red rectangular box was storing his luggage at t = 19 s, he blocked his fellow passengers in
the same group. Such interference occurs frequently in the back of the aisle, at t = 41 s as another
example. Due to the length of the aisle along the four rows and the size of the participants, not all
of the 16 participants in the first group were able to store their luggage and sit down, some of them
needed to queue. What makes this worse is the aisle and seat interference makes the queue move
slowly, which triggers a chain of blocks in the aisle. Clearly, a movable bottleneck existed in the aisle
and shifted to the head of the aisle during the boarding process.

Though the structured strategies are used in the deboarding process, no apparent efficiency is
achieved in reducing the deboarding time, see Figure 12. This result is far from with simulation
work done by [6,14], as they claimed that adopting the AW strategy could considerably reduce the
deboarding time. Inconsistency comes from two main reasons. First, the effect of system size on the
alighting time. The 40 participants in our experiment are much smaller than the approximately
150 passengers in a simulation model, which will largely weaken the difference between those
structures. Second, but more importantly, there was nearly no time delay when passengers retrieved
their luggage, because the bags carried by participants were small and portable. In such cases,
participants left the bus successively, and thus mitigated the advantage of deplaning in order.
In actuality, blocks occur frequently in a real deboarding process that is why the simulation model set
the amount of time when retrieving luggage. Though they failed to reduce the deboarding time, these
two strategies make the deboarding much more orderly. In addition, they appear fairer as they allow
the groups to deplane with the first to board being the last to deboard.

  

(a) =  (b) =  

 
(c) =  (d) =  

Figure 11. Phenomenon of local congestion in BF3 strategy. (a) t = 19 s; (b) t = 27 s; (c) t = 41 s;
(d) t = 44 s.
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Figure 12. Deboarding time for three strategies.

Here, we want to emphasize the importance of the number of pieces of luggage, as well as their
size and weight on the boarding and deboarding time. The stowing and retrieving of luggage are the
main causes of time delay. If the airline allows passengers to take luggage, the differences between
various boarding strategies are apparent, and those strategy that consider luggage distribution in the
cabin show the most time-savings, i.e., Steffen-lug. If less or no luggage is allowed when boarding,
there is no need to improve boarding strategy as they have almost equal performance.

4.2. Time Gap

In order to further test the formation and diffusion of the aisle congestion caused by seat and aisle
interference, we recorded the time gap of each participant getting through the bus gate in Figure 13.
The time gap is the time interval for two successive participants getting through the bus gate. A steady
stream of passengers would be preferred since gaps would indicate flow stoppage. One could except
that if no congestion occurs in the aisle, the distribution of the time gap should be stable. An abrupt
increment of the time gap is caused by the transition of aisle congestion to the gate; the longer the time
it takes a participant to go through the gate, the more severe is the congestion in the aisle.

A quick conclusion can be made that the time gap fluctuations were considerably smaller for those
strategies boarding quickly, such as Steffen, Steffen-lug, and CRBF. In those strategies, participants got
through the bus gate smoothly, less than 3 s per participant. In contrast, some of the participants took
a long time to get through the gate, such as in the Free, Random, and BF3 strategies.
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Figure 13. Cont.
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Figure 13. Time gap of getting through the bus gate. (a) Random; (b) Free; (c) BF3; (d) WA; (e) Steffen;
(f) CRBF; (g) Steffen-lug.

4.3. Seat Preference in Free Boarding

Passengers prefer to select their favorite seats when they travel, especially in a tight and stressful
environment like airplane cabins or bus carriages. Their preferences on the seats might be conditioned
by a range of factors, such as distance to the entrance, the seat type (aisle or window seat), and the
degree of crowding. The window seats are good for sightseeing and sleeping and less affected by
seatmates. Passengers in the aisle seat would enjoy an extra benefit of stretching their legs occasionally
without disturbing their seatmates. The front seats in a bus are preferred by most of the passenger
because they are easy to exit from, and they avoid the noise and vibration of a rear-engine bus.
The above differences could be reflected in the free boarding experiments in Figure 14, in which
the number indicates the queue order in the waiting line. An intuitive conclusion confirms the
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preferences among different seat types; in general, participants preferred the head and window seats
in boarding.

  
(a) Test 1 (b) Test 2 (c) Test 3 

Figure 14. Results of free boarding in three tests. (a) Test 1; (b) Test 2; (c) Test 3.

To further reveal the characteristics of passenger preference on seat layout, we carried out a poll
of 40 respondents on their seat preferences. They were required to select their favorite three seats and
the most disliked three seats in a bus seat layout as shown in Figure 2. The survey results are shown
in Table 4. For simplicity, they are classed into two divisions for their ‘position’ features. In the first
division, cabin seats are divided into head seats (from rows 1 to 3), middle seats (from rows 4 to 7)
and rear seats (from rows 8 to 10); in the second division, cabin seats are divided into window seats
(columns A and D) and aisle seats (columns B and C).

Table 4. Questionnaire results.

Attitude
Division 1 Division 2

Head Middle Rear Window Seats Aisle Seats

Like 46% 42% 12% 79.3% 12.7%
Dislike 30.7% 3.3% 66% 40.7% 59.3%

Apparently, in Table 4, the respondents prefer the head and middle seats, rather than the seats in
the rear of the cabin; compared with the aisle seats, they prefer to choose the window seat. This rightly
explains the reason why free boarding is time-consuming in our experiment. Participants boarding
the bus at an early time will probably select the seat in the head of the bus, this will cause local
congestion in the front aisle, and thereby block the subsequent passengers from boarding the bus.
This is confirmed in Figure 13, the boarding interval suddenly increased. Of course, it can be seen from
Figure 8 that the time function of the free strategy was less volatile, which implies a stable preference
on seats.

Note that the free boarding was the worst strategy in our experimental test. This is somewhat
different with its real performance in practice. In the real boarding process, passengers ‘rush’ to
board the airplane to select their favorite seats, however, this activity was mitigated by fatigue as
the passengers in our test had to board several times, thus slowing down the pace of boarding.
As mentioned above, in a free boarding process, passengers are only allowed to take some handy
belongings, which will greatly reduce the storage time.
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5. Conclusions

The main contribution of our work is that we evaluate seven boarding and three deboarding
strategies by using a surrogate experimental test. This test was conducted by having 40 participants
board a school bus. Results confirm the following:

(1) The most time-saving strategies are those defining an exact sequence of the passengers when
boarding, i.e., Steffen, CRBF, and Steffen-lug. They are fairly efficient because they eliminate seat
interferences and, as much as possible, aisle interferences while allowing multiple passengers to
stow their luggage simultaneously. In the light of this standard, the commonly used BF strategy
is inefficient, even worse than the Random strategy.

(2) Those time-saving strategies are also time stable, so they benefit both airlines and airport operators
to make a reliable schedule.

(3) All the strategies are sensitive to the quantity and quality of luggage taking by the passengers.
If the airlines restrict the number pieces of luggage a passenger can take, as well as its weight
and size, there will be no apparent difference between various strategies. If not, the strategy
considering the luggage distribution is much more efficient, i.e., Steffen-lug, since it largely
reduces the aisle interference between two successive boarding groups.

(4) Both the experimental tests and the questionnaire survey reveal that the free boarding process is
affected by passengers’ preference on the seat. This provides the opportunity to improve the free
strategy by redesigning the seat size or layout in the cabin to change passengers’ preference on
seats, and finally reduce the boarding time.

We should also address here that this paper has the following limitations: First, the number
of participants in our experiment (40) is smaller than a real airplane with about 150 passengers;
second, some of the new proposed boarding strategies were not tested, such as using online seat
assignment [17]. In view of the above limitations, we will in the future redesign an experiment to test
various boarding or deboarding strategies by organizing a large number of participants. Moreover, as
a foundation of micro modeling the free boarding process, we will further explore the passengers’ seat
selection behavior.
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