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Abstract

The twentieth century was a period of outstanding economic growth together with an unequal income distribution. This paper analyses the international distribution of growth rates and its dynamics during the twentieth century. We show that the whole century is characterized by a high heterogeneity in the distribution of GDP per capita growth rates, which is reflected in different shapes and a persistent asymmetry of the distributions at the regional level and for countries of different development levels. We find that in the context of the global conflicts that characterized the first half of the twentieth century and involved mainly large economies, the well-known negative scale relation between volatility and size of countries is not significant. After the year 1956, a redistribution of volatility leads to a significant negative scale-relation, which has been recently considered as a robust feature of the evolution of economic organizations. Our results contribute with more empirical facts that call the attention to traditional macroeconomic theories to better explain the underlying complexity of the growth process and sheds light on its historical evolution.
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1 Introduction

During the twentieth century, economic growth at the country level has been characterized by a highly heterogeneous evolution, with several countries following disappointing patterns of economic growth (for example, Latin American countries), others displaying more stable patterns (such as European countries), other countries “catching-up” (such as countries of South-East Asia), and other countries following unstable and unsustainable paths (for example, several African countries). Not surprisingly, there were also differences in the evolution of economic development and income distribution, and the disparities in growth rates have generated a wide gap between countries.

The persistent economic fluctuations in the patterns of cross-country economic growth has challenged macroeconomic theory. Explaining economic growth, identifying the causes and effects of the persistent irregularities, and finding growth patterns has derived in a broad stream of literature.

Macroeconomic volatility is widely accepted as a relevant source of underdevelopment and a key determinant of economic growth (Ramey and Ramey, 1995; Loayza et al., 2007). Several authors have shown that long-run growth and volatility are negatively related, especially in poor countries. This negative link is exacerbated in countries that are institutionally underdeveloped, undergoing intermediate stages of financial development, or unable to conduct counter-cyclical fiscal policies (Hnatkovska and Loayza, 2004).

In addition, a number of recent studies have analyzed the statistical properties of the growth rates distribution (Canning et al., 1998; Amaral and Stanley, 2001; Lee et al., 1998; Maasoumi et al., 2007; Fagiolo et al., 2008; Castaldi and Dosi, 2009; Bottazzi and Dueñas, 2012). These contributions have demonstrated the existence of non-normality in the distribution of the GDP and GDP per capita growth rates in both cross-sections and in single time series. Also, they have shown that there exist persistent heteroskedasticity in the cross-sections, which is expressed as a negative scale relation between volatility and size of countries. These stylized facts challenge the assumption of normality of macroeconomic shocks included in most neoclassical economic growth models, which implies that at the microeconomic level the economy is made up of entities of equal size with independent identically distributed growth shocks. These authors have identified robust, universal, characteristics of the time evolution of economic organizations, which reflect their complex structures. Certainly, these findings have relevant implications for economic growth theory.

From a statistical point of view, macroeconomic volatility is usually measured by the standard deviation of the distribution of the growth rates of the GDP per capita. 
While the existence of these stylized facts has been well documented for the second half of the twentieth century, until now, there are no studies for the first half of the twentieth century.

The aim of this paper is to analyze the long-run relation between GDP per capita growth rates and macroeconomic volatility for the twentieth century (1900-1999) for a panel of 141 countries. In a broad sense, we aim to study how growth volatility is distributed among world countries and whether the pattern of this distribution has changed over the twentieth century. In addition, we are interested in studying the presence of the variance scale relation and its evolution during the century. To do this, we analyze the statistical properties of the GDP per capita growth rates distribution in the cross-section, and we analyze the presence of the scale relation in a dynamic framework. We use data from the Maddison-Project (2013) that provides the longest available time series of GDP per capita (for the methodology and main results, see: Bolt and van Zanden, 2013).

Our analysis aims to contribute to the comprehension of several questions. Can we identify any common historical long term pattern in the distribution of volatility growth rates? Did shocks affect equally different regions and countries of different development level? We hope that this long term analysis will shed light on the evolution of regional and global growth patterns.

We show that the twentieth century is characterized by a high heterogeneity in the distribution of GDP per capita growth rates, which is reflected in different shapes and a persistent asymmetry of the distributions at the regional level. This implies that the probability of observing extreme negative shocks is more frequent than observing extreme positive shocks.

We observe differences for the first and second halves of the twentieth century. During the first half, countries faced relatively similar and high levels of volatility. In contrast, during the second part of the twentieth century, growth rates moderate in all regions, but particularly in larger or more developed economies, and evolve to the known scenario in which there is an inverse relation between volatility and country size. Thus, we find that the negative relation between size and volatility is not significant or weak during the first half of the twentieth century. We offer a possible economic interpretation for this evidence. During the first half of the century larger countries were involved in global conflicts that caused high levels of volatility and change the organization and growth processes of countries: the First World War, the Great Depression, and the Second World War. This turbulent context could have lead to a particular macroeconomic dynamics affecting growth patterns and volatility.
We observe that the inverse scale relation appears after the year 1956. This is after the ending of the global conflicts that mainly affected large economies and after the consolidation of a new system of monetary management, which set the rules for commercial and financial relations among the main world economies, along with a greater presence of the states in economic matters. Despite several conflicts and crisis has also characterized the second half of the century, volatility of larger economies was low compared to the volatility they suffered during first half of the century.

We hope that our analysis could help the understanding of the interdependence present in the growth process of economic systems. The relation between volatility and size can be considered as a stylized fact of the growth of organizations in normal market conditions. Our results suggest that the turbulent context characterized by world crisis and global wars of the first half of the twentieth century, could have modified the interdependence between the components of economic organizations, as well as the relation between volatility and country size.

The remaining of the paper is organized as follows. Section 2 presents a brief literature review on the relation between macroeconomic volatility and GDP per capita growth rates. Section 3 presents the empirical evidence and studies the scale relation for the twentieth century. Finally, section 4 discusses the findings and concludes.

2 Literature review

The heterogeneous evolution of growth patterns and volatility during the twentieth century has challenged macroeconomics. Most economists recognize macroeconomic volatility as an important source of underdevelopment (Ramey and Ramey, 1995; Loayza et al., 2007; Fiaschi and Lavezzi, 2011). Several authors argue that long-run growth and volatility are negatively related, especially in poor countries. Hnatkovska and Loayza (2004) have shown that this negative link is exacerbated in countries that are institutionally underdeveloped, undergoing intermediate stages of financial development, or unable to conduct counter-cyclical fiscal policies.

Other authors found that political instability has a negative impact on growth and, thus, institutional and political structures are relevant for economic growth (Ramey and Ramey, 1995; Alesina et al., 1996; Alesina and Perotti, 1996). In addition, the greater volatility and the negative effect may be related with the specialization and diversification patterns of countries (Koren and Tenreyro, 2007; Hausmann and Hidalgo, 2011). Easterly et al. (2001) have shown that terms of trade volatility, openness to trade, and volatility in capital flows generate increased volatility in per
capita growth rates. Also, Haddad et al. (2013) argue that export diversification has an important role in conditioning the effect of trade openness on growth volatility. They found that the effect of openness on volatility is negative for a significant proportion of countries with relatively diversified export baskets. Kim et al. (2016) have shown that trade promotes economic growth but increases volatility in the long run, and that greater international trade reduces economic fluctuations in the short run. Last but not least, financial underdevelopment has been linked to higher volatility (Levine, 1997).

A different approach analyzes the negative relation between volatility and country size by studying the statistical properties of the distribution of growth rates in the cross-section, without explaining, in general, the economic determinants of this behavior. This empirical literature has statistically proved that there is a robust negative scale relation among the standard deviation of growth rates and country size (see, for example, Canning et al., 1998; Lee et al., 1998; Amaral and Stanley, 2001). This evidence has been found at different levels of analysis, ranging from firms’ sizes to countries’ GDP and GDP per capita, and different levels of aggregation. This sheds light in the understanding on how economic systems are organized and in particular in how the organization itself generates volatility.

The study of the statistical properties of the distribution of GDP and GDP per capita growth rates has uncovered important aspects. Several authors have shown that the probability density function exhibits fat-tails (excess of kurtosis) and heteroskedasticity (Canning et al., 1998; Lee et al., 1998; Amaral and Stanley, 2001; Bottazzi and Dueñas, 2012). This implies that there exists a higher probability of observing extreme events compared with a normal distribution, and that bigger countries have lower volatility compared with smaller countries. Castaldi and Dosi (2009) showed that the distributions of output growth of countries are tent-shaped, and they found evidence of scaling relations for both the average and the dispersion of growth rates.

Another part of the literature, also focused on the second half of the twentieth century, has shown that the distribution of income levels has been moving over the years to a bi-modal shape, that indicates a process of polarization of countries into two groups, which are characterized by markedly different income levels (Quah, 1996; Durlauf, 1996a; Durlauf and Quah, 1999; Durlauf and Johnson, 1995). This evidence on the formation of convergence clubs contradicts the expectation of countries’ output convergence (Barro, 1991; Barro and Sala-i Martin, 1992) (see Young et al., 2008, for a literature review). In addition, the uneven distribution of GDP per capita and volatility growth has gone along with an unequal distribution of income (see: Piketty,
This literature has challenged several assumptions of most economic growth models. Based on these findings, we contribute to the study of volatility and growth by extending the analysis to the whole twentieth century.

3 Empirical analysis of global volatility during the twentieth century

In this section, we analyze the long-run evolution of volatility in the growth rates of the GDP per capita. We study the distribution of growth rates volatility for different regions and countries of different development level. In addition, we analyze whether there has been a distinctive pattern among volatility and country size during the whole twentieth century.

The data are annual GDP per capita from the Maddison-Project (2013) (for the list of countries, see Table A.1 in the Appendix). We use both a balanced and an unbalanced panel of countries in order to take advantage of all the available data. While the unbalanced panel contains 141 countries around the world, the balanced sample consists of 31 countries with data for the entire twentieth century. The balanced panel includes mainly countries that belong to the Organization for Economic Co-operation and Development (OECD), most Latin American countries, and some Asian countries.

For a country $i$, in time $t$, we define the growth rates of the GDP per capita ($GDP_{pc}$) as

$$r_{i,t} = \ln(GDP_{pc_{i,t}}) - \ln(GDP_{pc_{i,t-1}});$$

(1)

and country size as

$$s_{i,t} = \ln(GDP_{pc_{i,t}}) - \ln(GDP_{pc_{i,t}});$$

(2)

where the second expression in the right part is the average in the cross-section, which removes common effects and allows to have a comparative measure of the country size for all years. Finally, growth rate volatility is defined as the standard deviation of GDP per capita growth rates.

Figure 1 shows the evolution of volatility of the GDP per capita growth rates for the cross-section of countries in the twentieth century for both the balanced and unbalanced panels. The most striking point is the high volatility observed in 1945 and 1946, which are the years following the end of the Second World War. Volatility does not seem to follow a clear trend all along the century. At first glance, it appears
that GDP per capita growth rates in the world were more volatile during the first half of the century, compared with the second half.

In the unbalanced panel, which includes most developing countries, the moderation of volatility is less pronounced for some decades given that the growth path of developing countries remained very volatile.

Figure 1: Evolution of world volatility. Standard deviation of GDP per capita for the cross-section. 1900-1999.

The higher volatility in the first part of the century is not surprising as these years were characterized by the presence of three main historical events that involved most of the larger economies at the time and generated high growth volatility. These events are the First World War, the Great Depression, and the Second World War. In fact, Hobsbawm (1995) calls the period between 1914 and 1950 “the age of catastrophe”. Instead, the historian calls the period that follows “the golden age”, which was characterized by an unprecedented economic growth.

The end of the Second World War gave place to a process of international changes in the economic and political organization of the world. It was established a new system of monetary management, which set the rules for commercial and financial relations among the main world economies, as it was considered that, in order to achieve peace, a free trade policy needed to be implemented. The signing of the Bretton Woods agreements in 1944 set up a system of rules and institutions, such as the International Monetary Fund (IMF), and the International Bank for Reconstruction and Development (IBRD), for the regulation of the international monetary system. These rules and institutions became operational in the following two years. Afterwards, the global economy was characterized by trade and capital flows liberalization, along with exchange rates stability. This new world monetary system ended in 1971 giving place to a new type of global financial and economic regime. In addition, in the context of the Cold War, the state assumed active tasks
that directly affected economic activity, in matters such as the level of employment, demand, and investment. In general, this period was characterized by a strong presence of the state that gave greater importance to social issues.

These different contexts are also reflected in different macroeconomic dynamics at the country level. Figure 2 shows the evolution of growth rates for four developed economies— the U.S., Germany, France, and Japan— and for four developing economies—India, Brazil, Argentina, and Colombia—. The time series illustrate a particular feature of macroeconomic dynamics during the first half of the century.

We observe that developed economies suffered very high volatility during the first half of the century, while the volatility in their growth rates highly moderated during the second part of the century. Instead, developing countries, which were
less affected by the wars, seem less volatile during the first part of the century but their growth rate volatility seem higher during the second part when compared to developed economies.

3.1 Distribution of growth rates

Considering the evidence above, we explore if the different macroeconomic dynamics resulted in different probability density functions in the first and second halves of the century. There are several possibilities to fit the shape of the distribution of growth rates. In this paper, we adopt a parametric approach.

In particular, Bottazzi and Secchi (2011) presented a quantitative assessment to obtain a parametric shape of the distribution, which is assumed to fit as an asymmetric exponential power (EP) density function.

\[
f(x; a_l, a_r, b_l, b_r, m) = \begin{cases} 
\frac{1}{A} e^{-\frac{1}{b_l} \frac{|x-m|}{a_l}} & x < m \\
\frac{1}{A} e^{-\frac{1}{b_r} \frac{|x-m|}{a_r}} & x > m
\end{cases}
\]

where

\[
A = a_l b_l^{1/b_l} \Gamma(1 + 1/b_l) + a_r b_r^{1/b_r} \Gamma(1 + 1/b_r);
\]

where \(a_{l,r} > 0\), \(b_{l,r} > 0\), and \(\Gamma(\cdot)\) is the gamma function. The parameter \(m\) is the position of the mode, the scale parameters \(a_{l,r}\) characterize the standard deviation of the left and the right tails, while the shape parameters \(b_{l,r}\) describe their asymptotic behavior. The symmetric version of this density is recovered when the left and right parameters are equal. We estimate Equation (3) via maximum likelihood estimation (for technical details, see: Bottazzi, 2004).

The advantage of using these EP densities is that the results can be confronted with traditional density functions. For instance, if \(a_l = a_r\) and \(b_l = b_r = 2\), this implies that growth rates are normally distributed, or if instead \(b_l = b_r = 1\), then growth rates display a Laplace distribution. These references play an important role to understand the underlying dynamics of growth rates. Theoretically, the probability of finding extreme events (as sudden slumps) is much lower if growth rates are assumed to be normally distributed than when they show a Laplacian distribution. In fact, the lower the \(b\) parameters are, the higher the probability of finding extreme events.

In order to understand the distribution of growth rates, we must observe both the shape of the tails \((b)\) and the dispersion of the data \((a)\) around the mode \((m)\). In order to be able to better compare changes in the estimations for each period, we use a balanced panel of 31 countries. Also, in order to take advantage of all the available
data, we estimate the model for an unbalanced panel of 141 countries. Table 1 shows the estimated parameters of the distribution of growth rates for the nineteenth century (unbalanced panel), and the first and second halves of the twentieth century (both panels).

Table 1: Estimated shape of the probability density function (PDF) parameters

<table>
<thead>
<tr>
<th></th>
<th>Unbalanced Panel</th>
<th>Balanced Panel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$b_l$</td>
<td>$b_r$</td>
</tr>
<tr>
<td>19th Century</td>
<td>0.854***</td>
<td>0.862***</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(0.052)</td>
</tr>
<tr>
<td>20th Century (1900-1949)</td>
<td>0.741***</td>
<td>1.011***</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>20th Century (1950-1999)</td>
<td>0.728***</td>
<td>0.886***</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>20th Century (1900-1949)</td>
<td>0.703***</td>
<td>0.957***</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>20th Century (1950-1999)</td>
<td>0.912***</td>
<td>1.377***</td>
</tr>
<tr>
<td></td>
<td>(0.059)</td>
<td>(0.104)</td>
</tr>
</tbody>
</table>

Note: Standard errors are reported in parenthesis. Significance level: *** p<0.01, ** p<0.05, * p<0.10.

The estimations of the parameters of the probability density functions (PDF) show that the distribution of volatility has been asymmetric in all periods. The behavior of the tail parameter $b$ shows that all periods have been characterized by fat tails, taking as reference the normal distribution ($b_{l,r} << 2$), and that $b_l$ (left tail) has been lower than $b_r$ (right tail). This implies that sudden slumps were more frequent than leapfrogging in all the periods considered and for both panels of countries. This asymmetry is even more evident for the first half of the twentieth century, compared both with the nineteenth century (in the unbalanced panel) and the second half of the twentieth century. This reflects the high volatility that affected most world countries, and particularly large economies, during the first half of the century.

Likewise, the estimations of the variance parameter $a$ indicate that the first half of the twentieth century had a more dispersed distribution, also compared with both the nineteenth century (in the unbalanced panel) and the second half of the twentieth century (in both panels).

Finally, if we consider the central tendency of the estimated distribution, we
observe that $m$ is very low in the first half of the twentieth century. Instead, for the second half of the century the mode of the growth rates distribution is around 2% in both panels of countries, which implies a better growth performance during these years.

### 3.2 Volatility in world regions

Now we dig deeper and study how growth rates distributions evolved in different regions of the world. We can expect different behaviors, especially during the first half of the twentieth century, because world conflicts could have affected relatively more certain groups of countries. We present the results for the unbalanced panel because for some regions no data are available.

#### Table 2: Estimated shape of the probability density function (PDF) parameters for different world regions

<table>
<thead>
<tr>
<th>Region</th>
<th>$b_l$</th>
<th>$b_r$</th>
<th>$a_l$</th>
<th>$a_r$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First half of the 20th Century (1900-1949)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe &amp; North America</td>
<td>0.690***</td>
<td>0.796***</td>
<td>0.047***</td>
<td>0.041***</td>
<td>0.016***</td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.061)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>East Europe &amp; Central Asia</td>
<td>1.039</td>
<td>1.095</td>
<td>0.060*</td>
<td>0.052*</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(0.477)</td>
<td>(0.559)</td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>East-South Asia &amp; Pacific</td>
<td>0.825***</td>
<td>1.300***</td>
<td>0.045***</td>
<td>0.065***</td>
<td>-0.008</td>
</tr>
<tr>
<td></td>
<td>(0.1)</td>
<td>(0.164)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Latin America &amp; Caribbean</td>
<td>0.720***</td>
<td>1.113***</td>
<td>0.046***</td>
<td>0.053***</td>
<td>0.007***</td>
</tr>
<tr>
<td></td>
<td>(0.065)</td>
<td>(0.115)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.003)</td>
</tr>
<tr>
<td><strong>Second half of the 20th Century (1950-1999)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe &amp; North America</td>
<td>0.822***</td>
<td>1.368***</td>
<td>0.021***</td>
<td>0.028***</td>
<td>0.021***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.11)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>East Europe &amp; Central Asia</td>
<td>0.614***</td>
<td>0.685***</td>
<td>0.065***</td>
<td>0.034***</td>
<td>0.034***</td>
</tr>
<tr>
<td></td>
<td>(0.059)</td>
<td>(0.082)</td>
<td>(0.006)</td>
<td>(0.003)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>East-South Asia &amp; Pacific</td>
<td>0.972***</td>
<td>1.036***</td>
<td>0.029***</td>
<td>0.029***</td>
<td>0.029***</td>
</tr>
<tr>
<td></td>
<td>(0.079)</td>
<td>(0.088)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Latin America &amp; Caribbean</td>
<td>1.012***</td>
<td>1.342***</td>
<td>0.034***</td>
<td>0.029***</td>
<td>0.020***</td>
</tr>
<tr>
<td></td>
<td>(0.086)</td>
<td>(0.145)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Middle East &amp; North Africa</td>
<td>0.627***</td>
<td>0.884***</td>
<td>0.043***</td>
<td>0.048***</td>
<td>0.005***</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.069)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Sub-Saharan Africa</td>
<td>0.776***</td>
<td>0.685***</td>
<td>0.038***</td>
<td>0.031***</td>
<td>0.018***</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.032)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
</tbody>
</table>

*Note: Standard errors are reported in parenthesis. All countries in the database are included. Significance level: *** p<0.01, ** p<0.05, * p<0.10.*
Table 2 shows the estimation results of the probability density function parameters by region. As expected, we observe heterogeneous patterns of change of the growth rates distributions between the two periods. In order to better understand these changes, in Figure 3, we plot the estimations by region for each half of the century.

![Graphs showing estimated probability distributions for different regions and sub-periods](image)

Figure 3: Estimated probability distributions of GDPpc growth rates by region and for two sub-periods: 1900-1946 and 1947-1999

Both Table 2 and Figure 3 illustrate the heterogeneity of the growth rates distribution of different regions in each period but also in the evolving patterns of the distributions within regions.

The distributions of the growth rates are asymmetric, for all regions and in both halves of the twentieth century. However, the first part of the century is characterized by more asymmetric distributions. For each region, we observe differences in the estimated parameters, left and right, for both the tails and their corresponding dispersion, with fatter tails in the left side, which implies that negative shocks are more frequent than positive shocks. In the second half of the century the asymmetry persists although it decreases in most regions. In particular, notice that Europe & North America remarkably reduce the asymmetry and the volatility, generating a notable difference with respect to the distributions of other regions. Instead, during
the first part of the century, the fat-tailed and asymmetric distributions of most regions also characterize Europe & North America, given that these economies were involved and affected by the global conflicts during the first part of the century.

Growth rates are less dispersed in the second half of the century. The dispersion parameters \(a_l\) and \(a_r\) fall for all regions (except for \(a_l\) in East Europe & Central Asia). Most distributions have less separated tails, suggesting a general moderation of growth rates. In particular, Europe & North America have dispersion parameters comparatively lower than other regions, which is reflected in the right tail that becomes less fat (\(b_r\) increases) and in the dispersion parameters of the distribution (\(a_l\) and \(a_r\)) that notably shrink.

Examining the central tendency, on average, all regions perform much better in the second half of the century. While most of the estimated modes for the first part of the century are negative or close to zero for some regions, they shift to the right in the second half of the twentieth century.

In the case of Europe & North America, the mode changes comparatively less, the growth rates moderate more, and end up with lower dispersion parameters. The rest of the regions display low modes if we consider that they should be catching-up (except for East Europe & Central Asia, and East-South Asia & Pacific). Also, these regions are more volatile: their distributions have fatter tails and parameters \(a\) more disperse.

All in all, the evidence shows that the regions that include most developing countries grow less, are more affected by volatility. This evidence agrees with the stylized fact that smaller or less developed economies have more volatility in their growth rates and are more affected by shocks. On the contrary, the evidence does not fulfill the expectation of a convergence in the average growth rates (beta-convergence, see: Barro, 1991; Barro and Sala-i Martin, 1992). Instead, it could point to the existence of a club convergence (Quah, 1996; Durlauf and Quah, 1999).

### 3.3 Volatility and development

A complementary way of addressing the distribution of growth rates volatility is to analyze the distribution of growth rates for groups of countries of different development levels according to their GDP per capita. A similar procedure is used by Canning et al. (1998) and Lee et al. (1998) that classify countries according to their income levels, and by Castaldi and Dosi (2009) that classify countries according to both income and development levels. This allows us to study whether developed or developing economies are characterized by relatively higher or lower dispersion of growth rates in each half of the century.
Figure 4 illustrates the differences in the distribution of volatility for developed and developing countries for the two halves of the century. During the first half, both groups of countries have a very high level of volatility, and their distributions are asymmetric. Negative shocks are more frequent than positive shocks, in particular for developed countries, which is not surprising considering that these countries were more affected by the global conflicts. Instead, during the second half of the century, both distributions are characterized by lower volatility and the distribution for developed countries is notably less dispersed. Both distributions are still asymmetric but developing countries have higher probability of facing negative shocks than facing positive shocks.

The presence of significant heteroskedasticity during the second half of the century results in a scale relation between volatility and the size of countries (Lee et al., 1998; Canning et al., 1998; Amaral and Stanley, 2001; Castaldi and Dosi, 2009). Instead, given the similarities of the distributions for developed and developing countries during the first part of the century, we might suspect that the scale relation could be no significant.

The heterogeneity in the growth paths of different types of countries can be addressed by looking at the relationship between the size of the economy \( s \) and the volatility of its growth rates \( \sigma \):

\[
\ln(\sigma) \sim \beta s .
\]  

(4)

In order to explore whether there exist a scale relation between volatility and GDP per capita, we use bin statistics as Lee et al. (1998); Canning et al. (1998); Amaral
and Stanley (2001). Thus, we split the sample into groups with similar GDP per capita and estimate the standard deviation of the corresponding growth rates of observations in these groups. Then, we use ordinary least squares (OLS) to estimate the equation: \( \ln \sigma = \gamma + \beta s \).

The end of this strategy is to remove the heteroskedasticity. Therefore, once the parameter \( \beta \) is found, it is possible to re-scale the growth rates by subtracting the central tendency and dividing by the term \( \exp(\beta s) \), as:

\[
\epsilon_{i,t} = \frac{r_{i,t} - \bar{r}_{i,t}}{\exp(\beta s_{i,t})} ;
\]

where \( \epsilon_{i,t} \) are the re-scaled growth rates. In this way, an homoskedastic distribution of residuals is obtained, which can be studied by pooling together the whole sample of countries.

Hence, using bin statistics, we estimate the \( \beta \) parameter for both halves of the century for the balanced panel of countries. Figure 5 shows the estimation results.

![Volatility growth rates of the GDP per capita](image)

Figure 5: Volatility growth rates of the GDP per capita. The lines indicate a power-law behavior with exponent \( \beta = -0.050 \pm 0.012 \) for 1900–1949 and \( \beta = -0.285 \pm 0.119 \) for 1950–1999. \( \sigma \) is the standard deviation of the growth rates of the GDP per capita and \( s \) is size as defined in Equation (2).

We found that for the first half of the century, the estimated \( \beta = -0.050 \pm 0.120 \) is not significant probably because bigger or more developed economies faced on average higher volatility during this part of the century as we observed in Figure 2. For the second half of the century, the estimated parameter is negative and significant \( \beta = -0.285 \pm 0.119 \). This is in line with the coefficients reported in previous studies for different samples and time periods all starting after the year 1950 (around \( -0.15 \pm 0.05 \)) when using the GDP growth rates in Lee et al. (1998); Canning et al. (1998); Amaral and Stanley (2001), and around \( -0.320 \pm 0.036 \) for the GDP per capita.
capita growth rates in Castaldi and Dosi (2009)).

Thus, the different macroeconomic dynamics of the two halves of the century resulted in different scale relations, which is reflected in a non significant estimated $\beta$ for the first half of the century and a negative and significant $\beta$ for the second half.

### 3.4 Scaling growth rates

In this subsection, we further explore the scale relation for the two halves of the century. The methodology used by Lee et al. (1998); Canning et al. (1998); Amaral and Stanley (2001) has several limitations. The use of a binned regression is a procedure extremely demanding in terms of the size of the sample. Also, and very important, the procedure ignores that growth rates are not independent across time and are characterized by a significant short term autoregressive structure.

Therefore, Bottazzi and Dueñas (2012) argue that the study of the scale parameter $\beta$ by using a binned regression is inefficient and possibly biased. The authors propose a different approach, in which the autoregressive process in Equation (6) removes the heteroskedasticity and directly estimates the re-scaled homoskedastic residuals ($\varepsilon_{i,t}$) while taking into account the autoregressive structure of the growth rates. We test the hypothesis that there exist a scale relation estimating the following model:

$$r_{i,t} = \alpha + \phi_1 r_{i,t-1} + e^{\beta s_{i,t-1}} \varepsilon_{i,t}$$  \hspace{1cm} (6)

where $\alpha$ is a constant term and $\phi_1$ is an autoregressive parameter. In order to consider differences in countries’ volatility, we controlled for heteroskedasticity by including the functional form of Equation (4). The error term $\varepsilon$ in equation (6) are the re-scaled growth rates that are assumed to be identically and independently distributed according to a common distribution with zero median.

In order to consider the empirical finding of persistent asymmetric fat-tailed fluctuations, we estimate Equation (6) via an asymmetric least absolute deviation (ALAD), which is generally characterized by good asymptotic properties and is preferred to OLS estimators when outliers are present, or when the distribution of residuals is non-normal and has a high kurtosis. The advantage of this method is that it requires a relatively smaller number of observations than bin-statistics. Therefore, it is possible to use shorter periods of analysis, which in principle guarantee an increased homogeneity of the macro phenomena under study. This, in order to obtain historical pictures as consistently as possible, without sacrificing statistical significance.

When the $\beta$ parameter of Equation (6) is 0, it implies that there are no statistically
significant differences in the relation between volatility and country size. Conversely, when $\beta$ is different from 0, the opposite holds. We estimate Equation (6) for each time period for both the balanced and unbalanced panels of countries. Table 3 shows the estimation results.

Table 3: Estimated parameters of the scaled growth rates using the ALAD estimation method

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.019</td>
<td>-0.225***</td>
<td>-0.006</td>
<td>-0.117***</td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td>(0.029)</td>
<td>(0.026)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>0.133***</td>
<td>0.354***</td>
<td>0.088***</td>
<td>0.361***</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.017)</td>
<td>(0.015)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.017***</td>
<td>0.021***</td>
<td>0.017***</td>
<td>0.017***</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

Note: Standard errors are reported in parenthesis. Significance level: *** $p<0.01$, ** $p<0.05$, * $p<0.10$.

In both panels of countries, the $\beta$ parameter is not significant for the first half of the century. Conversely, for the second half, in both samples, we observe a negative and significant estimated value of $\beta$ of -0.225 for the balanced panel and -0.117 for the unbalanced panel. These results imply that there exist a strong negative relation between volatility and country size for the period 1950-1999.

The estimation of the $\phi_1$ parameter shows that the growth rates of the GDP per capita have been more autoregressive in the second part of the twentieth century, which confirms the findings of Bottazzi and Dueñas (2012).

The evolution of the estimated parameters $\beta$ and $\phi_1$ during the first and second halves of the twentieth century imply that the distribution of volatility has changed, giving place to greater heteroskedasticity in the second part of the century. We argue that the global conflicts that involved large economies and generated high volatility for all countries but particularly for large economies, during the first part of the century, might be behind this behavior.

### 3.5 Dynamics

In the empirical analysis of the growth rates volatility we observed that there are remarkable differences between the two halves of the twentieth century. Given the extension of the period analyzed, the previous methods have a limitation as they use periods of clearly different economic phenomena to average growth rates and
estimate the scaling parameters.

Consequently, in this subsection, we aim to characterize how volatility is distributed in different consecutive periods in order to capture the evolution of the system as proposed by Bottazzi and Dueñas (2012). Thus, we estimate Equation (6) in shorter time windows. We perform estimations using both the balanced and unbalanced panel of countries and we use time windows of 10 years. Next, we move the time window one year ahead and estimate all parameters again. Figure 6 shows the dynamics of the estimated parameters of Equation (6): $\beta$ and $\phi_1$.

During the first part of the century using the balanced sample, we observe that the variance scaling coefficient $\beta$ is on average not statistically significant as it fluctuates around zero until the time windows 1956-1965. In the unbalanced panel instead, we observe that $\beta$ is significant in more time windows, although not significant during most of the time windows until 1958-1967. It is interesting to note that there is a period in which the estimated $\beta$ is significant and positive, which implies that smaller economies had comparatively less volatility than large economies. This is the period that follows the Second World War that involved and affected mainly large economies. Thus, we cannot accept the existence of a negative relation between volatility and country size characterizing the entire twentieth century.

Conversely, after the mid 1950s (1956-1965 for the balanced panel and 1958-1967 for the unbalanced panel), $\beta$ becomes statistically significant and increasingly negative until the last time window. This confirms that the inverse relation between volatility and country size is a phenomenon that characterizes this period.

We also observe that the autoregressive parameter ($\phi_1$) is not significant during several time windows in the first part of the century, but it becomes significant and positive after the time windows 1922-1931, and since then, it fluctuates around 0.3, which implies that a part of the current value of the growth rates is explained by the immediately preceding growth rate.
Figure 6: Evolution of the scaling of the volatility and the autoregressive term. Shaded areas correspond to periods of non-significance at the 5% level for the parameter $\beta$ estimated by using GDPpc (in ln) as size proxy. 95% confidence bands are displayed as error bars around estimated values.
4 Discussion

In this paper, we analyzed the evolution of volatility of the growth rates of GDP per capita and the statistical properties of its distribution for the whole twentieth century. The analysis has uncovered several interesting features and differences between the first and second half of the twentieth century.

We confirmed that the distribution of the growth rates of the GDP per capita for world countries has been characterized by the existence of fat tails. We observed persistent asymmetry in the distributions of growth rates for different regions and countries of different development level during the whole twentieth century: negative shocks were more frequent than positive shocks. This asymmetry is more evident during the first part of the century that was characterized by global conflicts and crisis, but it persists in the second half of the century. We claim that this feature might be due to the own dynamics of the growth process rather than to a cyclical condition.

Volatility decreased in the second part of the twentieth century for all countries. In particular, large and developed economies moderated their growth rates and their volatility, while smaller countries had persistent higher volatility around the mode.

Additionally, we confirmed the existence of a negative relation between volatility and growth rates since the year 1956 (the scaling parameter $\beta$ is negative and significant). Instead, before 1956, the scale relation is very weak or not significant.

The absence of a negative scale relation during several years in the first part of the twentieth century is an interesting piece of evidence given that this relation has been proved to be a robust universal feature of the time evolution of economic organizations.

A theoretical framework that can be used as a reference to understand the scale relation claims that volatility is determined by the interdependence between different parts of the organizations. A very simple idea can be drawn from the Central Limit Theorem. If one considers that organizations are composed by many components of similar size that grow independently, then it can be shown that the volatility at the aggregated level (i.e., the sum of all components) falls with the squared root of the size of the organization. Several models with interactions between components of an organization show that if local interactions are strong, distant points are highly correlated and volatility remains in the aggregate (see, for example, Stanley, 1971; Durlauf, 1996b; Amaral and Stanley, 2001).

From these models we can learn that facing a macroeconomic shock, larger economies have better capabilities of controlling volatility. From the macroeconomics perspective this is also related with how we understand shocks and how we can
classify them. This relays on the classic problem of trend and cycle decomposition of the aggregated time series. As Canning et al. (1998) discuss, some economic models assume that countries are subject to both common and idiosyncratic disturbances and that volatility declines quickly with size but converges to a lower limit that depends on the volatility of the common component.

Also, those theoretical approaches allows us to make reverse inference and assume that if volatility scales with the size of the countries, then volatility can be used as an indicator of the strength of microeconomic links or interdependence between the components of the economic organization.

These theoretical contributions can provide an interesting framework to think how different economies grow and react to economic shocks. Were common shocks to GDP more prevalent during the first half of the century, whereas idiosyncratic shocks were more prevalent in the second half of the century? How economies behave in very turbulent contexts such as the ones during the First and the Second World Wars?

We can argue that the global conflicts characterizing a great part of the first half of the twentieth century, which involved mainly large economies, could have affected the interdependence between the economic “components” of countries, their organization, and their ability to react to common shocks. These conflicts seem to have notably altered the macroeconomic dynamics and its characteristics, including the scale relation, and the ability of large economies to react to macroeconomic shocks.

Our results contribute with new empirical facts that call the attention to traditional economic growth theories and that has implications for a better understanding of the underlying complexity of the growth process.
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### A List of countries

#### Table A.1: List of countries

<table>
<thead>
<tr>
<th>Europe &amp; North America</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria*, Belgium*, Canada*, Croatia, Czech Republic, Denmark*, Estonia, Finland*, France*, Germany*, Greece*, Hungary, Ireland, Italy*, Netherlands*, Norway*, Poland, Portugal*, Slovakia, Slovenia, Spain*, Sweden*, Switzerland*, United Kingdom*, United States*</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>East Europe &amp; Central Asia</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Albania, Armenia, Azerbaijan, Belarus, Bosnia and Herzegovina, Bulgaria, Georgia, Kazakhstan, Kyrgyzstan, Latvia, Lithuania, Macedonia, Moldova, Romania, Russian Federation, Tajikistan, Turkmenistan, Ukraine, Uzbekistan</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>East and South Asia &amp; Pacific</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia*, Bangladesh, Cambodia, China, Hong Kong, India*, Japan*, Republic of Korea, Lao PDR, Malaysia, Mongolia, Nepal, New Zealand*, Pakistan, Philippines, Singapore, Sri Lanka*, Taiwan, Thailand, Vietnam</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Latin America &amp; Caribbean</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina*, Bolivia, Brazil*, Chile*, Colombia*, Costa Rica, Dominican Republic, Ecuador*, El Salvador, Guatemala, Honduras, Jamaica, Mexico*, Panama, Paraguay, Peru*, Trinidad and Tobago, Uruguay*, Venezuela*</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sub-Saharan Africa</th>
<th></th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Middle East &amp; North Africa</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bahrain, Djibouti, Egypt, Iran, Iraq, Israel, Jordan, Kuwait, Lebanon, Morocco, Oman, Qatar, Saudi Arabia, Syria, Tunisia, Yemen</td>
<td></td>
</tr>
</tbody>
</table>

*Note: * indicate countries that have available information for the complete time series: 1900–1999. See: Maddison-Project (2013).