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Abstract. When young people approach the end of their schooling, they are faced with a plethora of often daunting decisions, including whether to go to University or other further education institution, and what further education course is most suitable for them. In this paper, we propose using result data obtained from the Colombian Saber 11/T&T/Pro state exams as input for a higher education course recommender system. We compare five different recommender models by analyzing precision, recall, ROC curves and prediction error. Our findings are that user-based collaborative filtering, and the model that recommends the most popular courses, are the ones that perform best. We note that while the context of this work is in Colombia, most other countries have similar or equivalent state exams. It can therefore be expected that our research findings can be more generally applied to other contexts. As further work, we hope to deploy this recommender system as a mobile telephone application for young people to use to help them choose higher education courses.
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1 Introduction

When young people approach the end of their schooling, they are faced with a plethora of often daunting decisions, including whether to go to University or a further education institution, and what further education course is most suitable for them. This paper addresses the problems regarding the question of what to study at University. For many completing high school and making the leap to the adult world, it is perhaps one of the most difficult decisions that they face. For most, it is not clear what their professional field of action will be, or where they should study. In this paper, we propose a Recommender System (RS) to advise students finishing secondary school on further education courses suitable for them.

Recommender Systems [12] are typically useful in settings where there is a broad range of items to choose from. For example, in a movie recommendation setting such as [4], based on preferences elicited from users, a typical RS approach is to recommend...
movies to a user based on preferences of users with similar tastes, as is the case with User-based Collaborative Filtering (UBCF) \[5\]. The problem of selecting a higher education course is unlike that of selecting a movie to watch. While a person may watch a movie relatively frequently, most people only choose a further education course once in their lives, due to the time and financial costs entailed by this decision. Furthermore, the consequences of choosing an incorrect movie are typically, at worst, a couple of hours of wasted time. In contrast, making the wrong decision when leaving school can have significant ramifications for the rest of that person’s life.

Recommending the best higher education course to study using a technique such as UBCF may be especially challenging due to, as mentioned previously, the relatively small number of higher education courses a person typically takes in their lives. This means that there is likely to be very few ratings per user. In effect, everyone in the rating dataset may turn out to be a cold-start user \[9\]. To circumvent this potential issue, in this paper we propose using the scores obtained for the various state exams as a proxy for ratings in a Recommender System. In Colombia, there are two sets of state exams: \textit{Saber 11} is typically taken during eleventh grade, when nearing the end of school. \textit{Saber Pro} and \textit{Saber T&T} are taken when the higher education course, for professional or technical courses respectively. These can be taken as an indication of how successful the student was in that course, given that the content of the exams is related to the higher education course taken.

The \textit{Saber 11} exam is broken down into different thematic modules such as, for example, language comprehension or mathematical reasoning. Our proposal involves using the score for each thematic module to predict how well a student will do in the \textit{Saber Pro} or \textit{Saber T&T} exams, using classical recommender system techniques. Based on the predicted \textit{Saber Pro} or \textit{Saber T&T} scores, we can then recommend the most suitable higher education courses to the student. In this paper, we evaluate the performance of various RS technique approaches using recommenderlab \[3\], a framework in R that enables the comparison of different recommendation methods, to determine the most suitable approach for such a recommender system.

This paper is structured as follows: Section 2 presents a background on the Colombian state exams, and various recommender system algorithms which we evaluate. In Section 3 we describe related work. Section 4 detailed the data sources used, how they were integrated, and the application of normalization techniques. We subsequently, in Section 5 illustrate how the deployment of the algorithm would be, by illustrating the example recommendation output with different techniques. Section 6 describes the experimental evaluation carried to determine the performance of the aforementioned recommender system techniques. Finally, Section 7 concludes.

2 Background

2.1 Colombian State Exams

For a large number of young people it is clear that they want to continue studying, but they do not know what subject to study, or what higher education institution is the most
suitable for them. In Colombia, the ICFES\footnote{ICFES is an abbreviation in Spanish for Colombian Institute for the Evaluation of Education. See \url{https://www.icfes.gov.co/}} state entity offers educational evaluation services at all levels, and in particular, supports the National Ministry of Education in conducting state exams, such as the Saber 11 exam, which aims to evaluate eleventh grade students to enable them to access higher education. Furthermore, it acts as an important barometer to monitor the quality of education offered by secondary education establishments. It can also be taken by those who have already obtained school-leaving baccalaureate diploma, or have passed a baccalaureate validation exam. On the other hand, the state Saber Pro exam is aimed at students who have passed 75\% of the credits of their respective professional university education programs.

**Saber 11 Exam:** The Saber 11 exam is designed to assess the degree of development of skills of students who are finishing eleventh grade at School. The results are used by different actors in the educational system and beyond, viz.:

- it provides students with elements for their self-evaluation and the development of their life project.
- it allows higher education institutions to select suitable candidates for their education programs and to monitor their academic progress.
- it offers educational establishments references for their self-evaluation processes and orientation of their pedagogical practices.
- allows educational authorities to build quality indicators.

Annually, approximately 600,000 students take the Saber 11.

**Exam Saber Pro and T&T:** The Saber Pro and T&T exam has a compulsory first section for all those who take the exam, which is made up of 5 modules that assess generic skills (critical reading, quantitative reasoning, citizenship skills, written communication and English). In addition, there are modules associated with specific themes and contents that students have the possibility to take according to their area of study. Approximately 400,000 students take the Saber Pro and T&T exams every year.

### 2.2 Recommender System Algorithms

This section briefly summarizes several algorithms used by Recommender Systems and which are supported by recommenderlab, which are used for the evaluation in Section\ref{sec:evaluation}.

- **User-based Collaborative filtering (UBCF):** This algorithm produces recommendations that are made based on the terms of similarity between users. In other words, this algorithm recommends items that are of the same affinity as other users. The objects to be recommended are chosen from those that have received the highest score from other users with similar tastes or interests, thus reflecting a similar pattern of preferences \cite{2}.
- **Item-based Collaborative filtering (IBCF):** This algorithm recommends items based on items that are deemed to be similar to those preferred by that user \cite{4}. 

\footnote{ICFES is an abbreviation in Spanish for Colombian Institute for the Evaluation of Education. See \url{https://www.icfes.gov.co/}}
– **Singular value decomposition (SVD):** This algorithm is based on matrix factorization. Broadly speaking, it reduces the number of features in the user element ratings matrix by reducing its dimensions [7].

– **Random:** This algorithm selects items at random to the user.

– **Popular:** This algorithm recommends items based on their overall popularity, based on those which have the highest scores.

– **Rerecommend:** This algorithm recommends items which have been previously highly rated. It has two variants: `recommendHPR` recommends items according to the highest predicted ratings for a user. `recommendMF` recommends the most frequent item in a user item rating matrix.

– **Hybrid Recommender:** The approach combines the recommendation algorithms mentioned previously, according to the weights specified.

### 3 Related Work

The choice of a technical or professional career is an important act in the life of a person, for which a study was developed to make a recommendation of a possible professional or technical study option, with the support of an efficient tool and the objective of evaluating the knowledge of a grade eleven student, which is the *Saber 11* exam, by simplifying these classification elements, a more effective and subjective prediction is made for the user.

As a first measure, the different recommendation systems allow us to help make a better recommendation for the user and regret that in the field of education it is not well used [10,13]. For the majority of the objective users they lack the necessary knowledge to carry out decision making and that this in turn guides them to select the best option.

The recommendation systems with the academic profiles in the student stage and in the higher education of the base users, offers an alternative to users who want to continue with the next educational stage, that is, their higher education.

There are different techniques or forms for the implementation of a recommendation system, based on the similarity metrics and the information available to form the catalog, which will serve as the main source for the recommender when making the classification [11].

Most of the recommendation models are based on calculating different statistics that provide the number of possibilities of recommendation to the user on a given item, although some differ from the techniques and information on the academic characteristics of the students [11].

There are several documentations on the analysis carried out on education, where some focus on high school students applying various classification algorithms, which assesses the importance of education based on different metrics, providing great collaboration with teachers [8].

### 4 Data Preparation

#### 4.1 Data Sources

In order to build the recommender models evaluated in this paper we used three datasets:
- The results of the *Saber 11* exam spanning the periods 2012-1 to 2015-1 comprising 1,751,870 records, corresponding to candidates registered with a high school educational establishment (i.e., we did not include records from candidates who took the exam independently).
- The results from *Saber Pro* and T&T between the years 2016 to 2018, comprising 657,443 records.
- A reference dataset to enable us to map minor identity card numbers to adult identity card numbers. This was necessary because in Colombia these identity documents use different numbering schemes. This dataset is created from the registration questionnaire used during the registration for the *Saber Pro* and Saber T&T exams.

The distribution of the results for the *Saber 11* exam is shown in Figure 1a, and the combined results for the *Saber Pro* and *T&T* exams is shown in Figure 1b. Note that the result ranges between the exams differ. The scores for the *Saber 11* exam are in the range of 0 to 100, whereas for the *Saber Pro* and *T&T* exams they are in the range of 0 to 300.

![](image)

**Fig. 1.** Histograms showing results for Colombian state exams.

### 4.2 Integration of Data Sources

In order to create a user × item ratings matrix, we combined these sources into a single dataframe as follows:

- Join between *Saber Pro/Saber T&T* variable that indicates the identity document that the student used when taking *Saber 11* and the identity document variable registered in *Saber 11*.
- Join between variables of identity documents reported at the time of registering for *Saber Pro/Saber T&T* and *Saber 11*.
- Phonetic Join between *Saber Pro* students who did not find their *Saber 11* registration with the previous steps and students registered in *Saber 11*. This phonetic join takes into account names, surnames, gender and date of birth.
This dataset generated contains a sample of 2,142 users with their respective results from both exams. These results are found as variables in columns. An excerpt of the dataframe resulting from the integration of the data sources is shown in Table 1.

<table>
<thead>
<tr>
<th>User</th>
<th>Social Sciences</th>
<th>English</th>
<th>Reading</th>
<th>Maths</th>
<th>Science</th>
<th>Architecture</th>
<th>Business</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64</td>
<td>95</td>
<td>71</td>
<td>86</td>
<td>100</td>
<td>205</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>61</td>
<td>85</td>
<td>64</td>
<td>65</td>
<td>62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>67</td>
<td>90</td>
<td>62</td>
<td>61</td>
<td>65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>51</td>
<td>85</td>
<td>59</td>
<td>67</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>60</td>
<td>59</td>
<td>55</td>
<td>55</td>
<td>225</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Excerpt of the Final dataset showing dataframe resulting from integration of data sources.

4.3 Data Normalization

As can be seen from the histograms in Figure 1, the results for the Saber 11 and Saber Pro and Saber T&T exams have different ranges. As such, it is necessary to normalize the results so that they have the same ranges for both types of exams. We do this by using the scalar method, which scales all the results in the range of 0 to 1.

Figures 2a and 2b show the normalization of the Saber 11 exam data. Figures 2c and 2d show the normalization of the Saber Pro/T&T exam data. After having carried out the normalization separately from both exams, we have a final data set normalized and denormalized, as shown in the following Figure 2e and 2f respectively.

Comparison of normalized and desnormalized data histograms The histogram shows a distribution where they all occur at an almost identical frequency and the most frequent positive ratings with a steady decline toward the rating. Since this distribution may be the result of users with a biased rating, we look at the rating distribution after normalization below.

As shown in Figure 2f, the distribution of the scores is closer to a normal distribution after unifying the two data sets.

5 An Example Run

After the algorithms have been evaluated together, each one will be implemented to evaluate their respective predictions.

User-based collaborative filtering (UBCF) To predict the evaluation that a user will make of an item that has not yet been seen, users with similar profiles are searched and the evaluations of these other users on the item are used as an estimate of the user’s evaluation. The prediction was made based on the following top-N recommendation (N = 3) for the first 11 selected users. Note that the figure is omitted for space reasons.
Item-based collaborative filtering (IBCF) To predict the estimation or evaluation that a user will make of an item that he/she has not yet seen, other similar items that have had or received ratings and that the user has also rated are searched. Estimates are used the user has made similar items as a prediction of their assessment or score on the item. This recommendation system could be confused with the content-based one, the difference is that each item is not defined by its attributes but by the score it has received. The prediction was made based on the following top-N recommendation (N = 3) for the first 11 selected users, as evidenced by the results in Figure 2a.
RE-RECOMMEND In Figure 5b, the prediction will be displayed, according to the following top-N recommendations (N = 3) for the first 11 selected users.

SVD In Figure 5c, the prediction is displayed, according to the following top-N recommendations (N = 3) for the first 11 selected users

Popular Recommender In this case, the model has a list of top-N recommendations (N = 3) for the first 11 selected users, where it shows popularity of professional and technical careers. Note that the result is not shown here for space reasons.

Hybrid Recommender Create and combine recommendations using various recommendation algorithms and given the weight of weights, such as:

Case 1, in Figure 5d
method = "UBCF" Peso = 0.6
method = "POPULAR" Peso = 0.3
method = "IBCF" Peso = 0.1
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(a) IBCF algorithm

(b) Rerecommend algorithm

(c) SVD algorithm

(d) Hybrid algorithm Case 1

Fig. 5. Prediction result for different algorithms

Case 2, not shown for space reasons:
method = "UBCF" Peso = 0.3
method = "POPULAR" Peso = 0.5
method = "IBCF" Peso = 0.2

6 Evaluation

For our evaluation, a cross-validation scheme was created (K = 10). We specified the given = 3 parameter, meaning that for test users, all but three randomly selected items are withheld for evaluation. The parameterization of the evaluation scheme was as follows:

```
scheme <- evaluationScheme(dtev, method="cross", k=10 given=3,goodRating=5)
scheme
```

Evaluation scheme with 3 items given
Method: 'cross-validation' with 10 run(s).
Good ratings: >=5.000000
Data set: 2142 x 125 rating matrix of class ‘realRatingMatrix’ with 12850 ratings.

We use the evaluation scheme created to evaluate the popular recommendation method. We evaluated the recommendation lists of top-1, top-3, top-5, top-10, top-15 and top-20:

```r
resultsPopular <- evaluate(scheme, method="POPULAR", type = "topNList", n=c(1,3,5,10,15,20))
```

The result is the classification report for the four runs, as shown on Figure 6.

![Fig. 6. Confusion matrix for the POPULAR recommendation algorithm](image)

For the first run we have six confusion matrices represented by rows, one for each of the six different top-N lists that we used for the evaluation. n is the number of recommendations per list. TP, FP, FN, and TN are the inputs for true positives, false positives, false negatives, and true negatives in the confusion matrix. The remaining columns contain the performance calculated. Figure 7 shows the average of all the executions of the evaluation results.

![Fig. 7. Average number of executions](image)

The results of the evaluation plotted on the ROC curve shown in Figure 9a is the curve of the true positive rate (TPR) against the false positive rate (FPR), which indicates that in iterations 3, 5 and 10 it represents a moderately perfect diagnostic value.

For Figure 8b where we write down the curve with the size of the list N = 1 it is higher with respect to recall of the other iterations.

**Algorithm evaluation** We will evaluate the results of the RANDOM, UBCF, IBCF and SVD algorithms

- Random Algorithm
In Figure 9a, it shows a random classification, since list N is located along the diagonal line or as the non-discrimination line is known.

In Figure 9b, it is evident that the precision is much more effective when the iteration N = 1, however its recall is better with respect to the other iterations.

- UBCF Algorithm

The results of the evaluation on the ROC curve shown in Figure 10a is the curve of (TPR) with respect to (FPR). The curve indicates that in iterations 3, 5 and 10 it represents a fairly good diagnostic value and even almost the same as the Popular algorithm.

In Figure 10b, it can be seen that in the N = 1 iteration it has a greater precision with respect to the recall of the other iterations, however the iterations 10, 15 and 20 are predominant in recall.

- IBCF Algorithm

For this algorithm, the evaluation on the ROC curve shown in Figure 11a. The curve indicates that in iterations 5, 10 and 15 they remain slightly constant, therefore their result is quite good.

In Figure 11b, a drastic change is evident in the N = 5 iteration, since its precision is lower with respect to the recall of the other iterations.

- SVD Algorithm
The SVD algorithm, as regards its result of the ROC curve, does not have a favorable diagnostic, since even the N = 20 iteration is good, as can be seen in Figure 12a.

In Figure 12b, iterations 1, 3, 5 and 10 are the result of the best recall, however in terms of precision it was not, but it was for iterations 15 and 20.
6.1 Comparison of recommendations

Comparison of various recommendation algorithms is one of the main functions of Recommenderlab [3]. That is why we jointly evaluate these algorithms using the CROSS method. We then use the evaluation scheme to compare the five recommendation models:

```r
algorithms <- list(
  "random items" = list(name="RANDOM", param=NULL),
  "popular items" = list(name="POPULAR", param=NULL),
  "user-based CF" = list(name="UBCF", param=list(nn=50)),
  "item-based CF" = list(name="IBCF", param=list(k=50)),
  "SVD approximation" = list(name="SVD", param=list(k = 50))
)
resultsalgorcross <- evaluate(scheme, algorithms, type = "topNList", n=c(1, 3, 5, 10, 15, 20))
```

Figures 13a and 13b shows the prediction time and the model time for each algorithm included in the execution list, using four-fold cross validation.

![Fig. 13. Evaluation of the five algorithms](image)

(a) RANDOM, POPULAR and UBCF (b) IBCF and SVD

Figure 13a is the ROC curve of the 5 algorithms. Together we observe that the Popular, IBCF, UBCF algorithms have a better diagnosis regarding the recommendations of a professional or technical career, with respect to the Random algorithm and SVD not they were so efficient in diagnosing.
Regarding Figure 14b, it is observed that the UBCF, POPULAR and IBCF algorithms have a better recall with respect to the other remaining algorithms, additionally the RANDOM algorithm has a lower precision and a constant in its recall and the SVD algorithm has a lower precision and recall with respect to the other algorithms evaluated.

### 6.2 Comparison of Predicted Ratings

We evaluate not the top recommendations, but how well the algorithm ratings can predict. Plotting the results shows a bar graph with the mean root error and the mean absolute error as shown in Figure 15, the one with the largest error is the Random algorithm and the one with the least error is the Popular algorithm.

### 7 Conclusions

In this paper, we have shown that it is possible to cast the Colombian state exam results as a user × item recommendation matrix to construct a Recommender System for recommending higher education courses to young people. We evaluate five different
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The worst performing model is the SVD approximation, which has worse results than the random baseline. The best results are obtained using the user-based collaborative filtering and popular models. We note that while the context of this work is in Colombia, most other countries have similar or equivalent state exams. It can therefore be expected that our research findings can be more generally applied to other contexts. As further work, we hope to deploy this recommender system as a mobile application for young people to use to help them choose higher education courses.
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